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AIM AND SCOPE 

 

Journal Economics and Culture is a peer-reviewed international publication dedicated to the 

exchange of information about the latest studies in the fields of economics, finance, business 

management and entrepreneurship, education and culture.  

Journal Economics and Culture has been published since 2010 by the University College of 

Economics and Culture. Journal publishes two issues per year – in June and December. 

Authors are welcomed to submit their papers devoted to the issues in political economics, 

business performance, entrepreneurship, human resource management, finance and banking, 

marketing, e-learning and e-teaching, IT solutions for business and education, commercial law, 

and cultural management.  

The editorial board is participating in a growing community of CrossCheck System’s users in 

order to ensure that the content published is original and trustworthy. CrossCheck is a medium 

that allows for comprehensive manuscripts screening, aimed to eliminate plagiarism and provide 

a high standard and quality peer-review process. 
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Abstract. In today's trade, the vast majority of commercial transactions in both domestic and international trade are 

concluded by applying trade credit terms. The aim of this article is to analyse the trade credit insurance and, 

according to the methodology, to evaluate it as a credit risk management tool in the context of Lithuanian business 

market. The authors have proposed a methodology that combines theoretical and practical research methods. First of 

all, with assistance of qualitative analysis, the alternative external credit risk management tools were examined. Such 

analysis allows not only to identify the advantages, disadvantages and benefits of researched risk management tools 

but also to assess the efficiency and rationality of trade credit insurance in the context of alternative methods. In 

order to carry out an assessment in the practical aspect, considering the lack of statistical data, it was decided 

additionally to perform an expert evaluation. After performing an assessment of trade credit insurance, it was 

concluded that in international trade, with a large buyer portfolio and high sales volume, the trade credit insurance 

becomes the most effective and rational way to manage credit risk, which eliminates the losses because of the 

debtor's insolvency or bankruptcy, manages countries and sector's risks and helps to discipline the debtor, what 

determines the decline in overdue accounts frequencies, amounts and volumes. 

 

Keywords: insurance, trade credit insurance system, insurance market 

JEL Classification: G22, G23 

Introduction 

The topic of this article is relevant because in modern trade, the vast majority of commercial transactions 

in both domestic and international trade are formed, namely, by applying trade credit conditions, thus the 

creditor risks that in case if the debtor is unable to fulfil its debt obligations, the company will not receive 

its sales revenue. As market conditions are changing and the competition is getting more intensive, in 

order to grow and develop Lithuanian business, representatives are forced to search for new export 

markets, so the corporate trade credit risk environment expands. Also, it is extremely important for 

business representatives to know what are the effective and rational methods of trade credit risk 

management and what is the efficiency of such management methods. However, during the analysis of 

Lithuanian and foreign scientific literature, it was noticed that trade credit risk management is paid 

relatively little attention – the trade credit risk management is usually studied only in the context of 

company's financial analysis, offering methods that are based on internal management resources. During 

the analysis of the scientific literature, it was noticed that there is no unified description of the trade credit 

concept available. Paul and Boden (2012) provide a description of the concept of credit based on the 

origin Latin word credere (faith, trust) or creditum (loan debt). Ferrando and Mulier (2012) indicate that 

trade credit as a delay between the delivery of goods and services and the payment for them. However, 

Rutkauskas et al. (2008) argues that in most cases, credit is still described as an economic–monetary 

relationship. According to Jasiene and Laurinavicius (2009), usually, there are commodity and monetary 

forms of credit distinguished. Pike and Cheng (2001) describe trade credit as a process comprising the 

combined commodity–financial transaction. The authors believe that the exchange of goods (or services) 

is separated from the exchange of money in terms of time. Nilsen (2002) compares credit with a loan and, 
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therefore, describes the trade credit as supplier's short-term loan to the purchaser. But Paul (2007) stated 

that the supplier's (non-financial organizations) goal accepting trade credit terms is, namely, to sell its 

goods and not to provide financial resources to the debtor. Pridotkiene and Snieskiene (2011) describe 

trade credit as a process when a company sells goods or provides services, allowing the buyer to pay after 

a pre-agreed period. By providing deferred payment terms, the company expects to achieve some certain 

materialistic and (or) non-materialistic benefits – such as increased competitiveness, customer portfolio 

growth, future increase in sales revenue and the like. Ferrando and Mulier (2012) describe the use of trade 

credit of a firm like a twofold process in which a firm can receive trade credit from its supplier (accounts 

payable) and, in turn, can extend trade credit to its customers (accounts receivables). Trade credit is 

offered by suppliers to their customers as an alternative to pre-payment or cash on delivery terms, or the 

need for expensive bank letters of credit, providing time for the customer to generate income from sales 

before paying for the product or service (Jones, 2010). 

Trade credit (or sometimes called commercial credit) is seen as the most popular form of payment and in 

the scientific literature is considered as one of the most important precondition for company's business and 

competitiveness development (Pridotkiene, Snieskiene, 2011). Whilst early trade credit theories relate the 

use of trade credit to the presence of information asymmetries and the monitoring advantage that suppliers 

have over banks, more recent analyses focus on the importance of trade credit (mainly in the form of 

accounts receivable) as a cash management tool (Ferrando, Mulier, 2012). 

Particularly, very little attention is paid in order to determine the effectiveness and disadvantages of 

external trade credit risk management methods. Therefore, it was decided to research the trade credit 

insurance and the following aim of the research was raised – to evaluate it as a credit risk management 

tool in the context of Lithuanian business market. The carried-out assessment was based on a major 

problem of the research – is the trade credit insurance is an effective and rational way to manage credit 

risk in Lithuanian business market? Also, the objectives of the research were nominated: to analyse the 

concept of the trade credit risk, to research and present the trade credit insurance assessment methodology, 

to investigate the trade credit insurance, herewith the advantages and disadvantages of alternative credit 

risk management instruments, and to make an assessment of its efficiency and rationality as a credit risk 

management tool in the context of Lithuanian business market. Research methods used in this study are 

analysis of scientific literature; analysis of statistical data; qualitative comparative analysis; and expert 

evaluation, calculation and assessment of Kendall's concordance coefficient; empirical research is carried 

out. 

During the empirical research, the following hypothesis of this article was nominated: the trade credit 

insurance is an effective and rational way to manage credit risk in order to develop the business in 

Lithuanian business market. Our empirical research has confirmed this hypothesis, that is, both the data 

obtained during the expert evaluation and the data obtained from qualitative comparative analysis 

confirmed that trade credit insurance is the most effective and rational credit risk management tool in 

cases when trading goods or providing services in domestic and especially in foreign markets and in cases 

of large buyer portfolio. It eliminates losses occurred because of the debtor's insolvency or bankruptcy 

risks and manages countries and economical sector risks, whilst providing the opportunity to use 

additional factoring service to finance the commercial transactions and to control the working capital flow 

and to obtain more favourable conditions for trade financing from commercial banks. Also, during the 

research, it was determined that the implementation of insurance in the management of company's buyer 

portfolio credit risk allows the policyholder to achieve a higher reliability and credit rating and also is an 

efficient method for optimising company's administrative costs. All of this allows the businesses 

representatives to focus more on the core business, increase its operational efficiency and gain a 

competitive advantage, which enables the development of the business. At the end of the article, the 

conclusions and recommendations on how to properly choose an effective credit risk management tool 

and when trade credit insurance can be used as an efficient and rational method to manage credit risks is 

provided. 
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The conception of the trade credit insurance as a credit risk management tool 

The sales of goods and services are exposed to a significant number of risks, many of which are not within 

the control of the supplier. According to Jones (2010) and Li, Zhen and Cai (2014), the highest of these 

risks and one that can have a catastrophic impact on the viability of a supplier is the failure of a buyer to 

pay for the goods or services he or she has purchased.  

Losses attributed to non-payment or bankruptcy occurs regularly. Default rates vary by industry sector and 

country from year to year, and no industry or company is safe from trade credit risk. In order to avoid non-

payment risk and to ensure ready access to bank financing, suppliers can purchase trade credit insurance, 

which is an insurance policy and risk management product that covers payment risk resulting from the 

delivery of unpaid goods or services. Li, Zhen and Cai (2014) describe trade credit insurance as one of the 

most important risk management tools that is widely used in company's daily operation.  

Approximately 90% of the world’s trade credit insurance market is covered by ‘Big Three’ insurers – 

Euler Hermes, Coface and Atradius. Therefore, the authors will use the information provided by the ‘Big 

Three’ and the largest worldwide broker AON in order to research the main operational principles of trade 

credit insurance as a trade credit risk management tool. 

Trade credit insurance policies are very flexible and consist of three main types of cover: 

 Portfolio cover – it is the most common type of trade credit insurance that typically covers firm’s 

whole sales turnover and all of the buyers, above a pre-agreed first loss level. The underwritten 

buyer portfolio is constantly monitored and any changes in the status of a buyer are provided to 

the seller, so the firm could make appropriate decisions to avoid or mitigate the non-payment risk; 

 Single risk or buyer cover – this type of cover is particularly useful for organisations that deal 

with only one buyer or have significant concentration of exposure to one buyer. 

 Selected risks cover – can cover against certain selected risks. Two of the most common reasons 

for choosing this type of cover are the wish to cover key concentration exposures or receivables 

that will be assigned to a bank. 

According to Euler Hermes, Coface, Atradius and The International Credit Insurance & Surety 

Association (ICISA), the major part of trade credit insurance policies issued are the portfolio cover type, 

also referred to as whole turnover cover. This type of insurance policy covers all the buyers in exchange 

for a premium, which is based on the annual turnover and credit risk level of its buyers. The policyholder 

receives protection up to an agreed percentage of any losses incurred against late payment or the failure to 

pay by its buyers. The basic operation scheme of the trade credit insurance and the role of the trade credit 

insurer in the transactions between seller and buyer can be found in Figure 1. 

 

 

 

 

 

 

 

 

 

Figure 1. The role of the trade credit insurer in the transactions between seller and buyer (Sources: Jones, 2010, p. 6) 
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According to Euler Hermes, Coface, Atradius and AON information sources and Van der Veer (2011, 

2015), trade credit insurance protects the seller from the risk of buyer non-payment, which can occur due 

to commercial and political risk (in case of international trade). Trade credit risk insurance can be defined 

as a risk management product offered by private insurance companies and governmental export credit 

agencies to business entities that need to protect their accounts receivable from loss because of credit 

risks, such as protracted default, insolvency or bankruptcy of the buyer. Trade credit insurance policies are 

very flexible and consist of portfolio, single risk / buyer and selected risk covers. Trade credit insurance 

protects the seller from the risk of buyer non-payment, which can occur due to commercial and political 

risk. Consequently, trade credit insurers mostly cover short-term commercial and political risks for periods 

between 30 and 180 days, establish credit limits and terms of business for each particular buyers and have 

the right to reduce or cancel credit limits of a specific buyer if it’s financial situation deteriorates. 

Moreover, trade credit insurance policies never cover 100% of the risks assumed and insured percentage 

do not exceed 85–90% of the losses, in order to ensure that the insured supplier is motivated to manage its 

buyers prudently, as the supplier will always share in any losses. So it can be stated that the core value of 

trade credit insurance is that it provides not only feeling of safety to the supplier, who can be assured that 

their trade is protected, but also valuable market information on the financial situation of the supplier’s 

customers and, in the case of buyers in foreign countries, on any trading risks peculiar to those countries. 

As well as by providing an insurance policy that matches the client’s patterns of business, trade credit 

insurers will establish the level of cover that can reasonably be provided to the supplier for trade with each 

individual buyer by analysing the buyer’s financial status, profitability, liquidity, size, sector, payment 

behaviour and location. 

The methodology of evaluation of trade credit insurance as a credit risk management tool 

According to the hypothesis, which is to be verified during the investigation, it was concluded that in 

order to carry out the assessment of trade credit insurance as a credit risk management instrument, it is 

necessary to develop a methodology that would not only make this assessment in theoretical aspect but, at 

the same time, let to establish a link between trade credit insurance usage and Lithuanian business market 

stability and possibilities of increasing its competitiveness, which in turn can allow to expand the business. 

Therefore, for developing the methodology, the following trade credit insurance assessment criteria were 

taken into account: 

 credit risk management method; 

 relevance of the credit insurance in Lithuanian business market; 

 impact of the credit risk on stability of Lithuanian companies; 

 impact of the insurance on business development opportunities and increase in competitiveness 

possibilities. 

In order to make an evaluation of practical usage of the trade credit insurance and the relevance in 

Lithuanian market, the authors has decided to carry out an expert assessment, because there is no 

statistical data available to perform the analysis. At the same time, the completion of the expert evaluation 

questionnaire makes it possible to determine the mutual relations between the trade credit insurance, the 

development potential and the possibilities increasing the competitiveness. However, by analysing 

Lithuanian business market, first, it is necessary to define the analytical guidelines. As, in this article, the 

trade credit insurance is considered as a credit management tool, the authors believe that it would be 

appropriate to assess the market for Lithuanian business enterprises that focus on the trade of goods and 

services, in the context of business stability and development. Therefore, furtherly in the work the 

business market will be examined in this particular aspect. 

This complex research on trade credit will provide Lithuanian market business representatives with the 

opportunity to more accurately identify not only the rationality and efficiency of trade credit insurance as 

a credit risk management tool but also to assess its impact on business development. In addition, the 

research allows evaluating the efficiency of external trade credit risk management methods without the 



9 
 

need of large time input, so the developed methodology can be used by Lithuanian companies in order to 

evaluate the relevance of researched credit risk management tools. It should be noted that the developed 

methodology can be supplemented by consideration of other alternative trade credit risk management 

methods. 

Qualitative comparative analysis of trade credit insurance and other alternative credit risk management 

methods 

During the analysis of the Lithuanian and foreign scientific literature, it was noticed that relatively little 

attention is given to determine the suitability of the trade credit risk management. Major part of Lithuanian 

and foreign scientists usually investigate the trade credit risk management in the context of the legal 

aspect or the company's financial analysis and do not focus on when and what way to choose in order for 

efficient and rational use of trade credit risk management. There is also little attention paid to assessing 

the disadvantages of trade credit risk management methods used in practice by Lithuanian companies. 

Therefore, the qualitative comparative analysis was chosen for assessment of trade credit insurance as a 

credit risk assessment tool. Such comparative analysis allows not only to better identify the advantages, 

disadvantages and benefits of the insurance as the trade credit risk management tool but also to assess its 

the efficiency and rationality, comparing with other alternatives.  

In order to perform this analysis, the following credit risk management’s instruments were chosen: trade 

credit insurance, independent trade credit risk management, integrating services of a credit bureau, 

factoring, letter of credit, bank guarantee and surety. In order to facilitate the use of the information 

obtained, qualitative comparative analysis is presented in the table created by authors, with the help of 

information systematisation (see Table 1). 

The analysis and comparison of the above-mentioned trade credit risk management tools led to the 

conclusion that an independent trade credit risk management integrating services of a credit bureau have 

rather preventive risk management features, rather than protection features, because all risks and 

responsibility for losses remain within the company. And although such type of risk management based on 

the credit bureau services is quite intensively used in Lithuania, according to the authors, this trade credit 

risk management approach is advantageous only because of its relatively low cost (see Table 1) and only 

in case of short-term transactions, with small credit limits that cannot cause big damage to the creditors' 

financial stability and performance if the debtor fails. 

Not much of a trade credit risk management features has the surety, as it may be regarded as a reliable 

guaranty only if there is a sufficient financial capacity of the surety issuer. It should be noted that the 

validity of a surety lasts only as long as the transaction obligation is valid and ends with the end of the 

main obligation or with the end of maturity of surety ensuring measures. Also, this risk management 

method is quite inconvenient at high sales dynamics, as the surety is made each time for each transaction. 

Especially, it gets inefficient in the context of international trade, as it does not estimate the country risk 

and, in addition, the guarantor itself may be exposed to this risk. Therefore, author's opinion is that in 

comparison with other external trade credit risk management tools, the surety as a risk management 

method has the least number of advantages. 

 

Table 1. Advantages and disadvantages of trade credit risk management tools (Source: author’s compilation) 

Eligibility 

assessment 

criteria 

Trade credit risk management tool 

Independent trade credit 

risk management, 

integrating services of a 

credit bureau 

Trade credit insurance Factoring 
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Advantages By collecting and 

systematising the entire 

information necessary for 

trade credit risk assessment 

and forecasting, the credit 

bureau optimises all costs 

related to information 

collection, classification, 

storage and evaluation. 

There is no need to invest in 

staff and their competence. 

Decisions are made 

independently. 

Cash flows are controlled by the 

administration of debts by pre-

trial and legal debt collection or 

by paying an insurance claim. 

Credit limits and deferred 

payment terms for new 

customers are granted on the 

basis of the insurer's liability. 

The risk of a wrong assessment 

of the buyer goes to the insurer. 

Risk Diversification. The loss 

because of delay in payment, 

insolvency or bankruptcy risks 

is eliminated. 

Working capital risk 

management. The ability 

to execute selection of 

individual customer 

transactions and accounts. 

Disadvantages In case of payment delays, 

insolvency or bankruptcy, 

the losses are not 

compensated, because the 

entire responsibility for the 

trade credit limits and 

deferred payment term goes 

to the creditor. Debt 

administration and collection 

costs also go to the creditor. 

Does not apply financing of the 

trade transactions. Regulates 

credit limits and deferred 

payment terms. Whole buyer 

portfolio (sales turnover) must 

be covered. The insurance 

premium is calculated by 

applying a percentage rate to the 

insurable turnover. 

Only insured transactions 

are factorised (or a 

recourse right is applied 

when all the risks due to 

the insolvency of the 

debtor go to the creditor). 

High financing and 

administration fees, a 

number of additional 

administrative costs. 

Financing only in the 

range of set credit limits. 

Benefits It provides access to the 

estimated financial results 

and guideline credit ratings. 

Provides information about 

payment history, past and 

current delays in payment, 

garnishment and bailiffs 

information. Offers other 

additional useful services. 

A competitive advantage is 

gained. It provides access to 

more favourable conditions of 

trade financing. Country and 

economic sector risk are 

managed. No need for investing 

in personnel in order to manage 

the credit risks. Convenient at 

high sales dynamics. Bad debt 

record book-keeping eliminated, 

thanks to insurance. It improves 

the policyholder's ranking in 

terms of creditworthy. Makes 

the beginning of cooperation 

with the little-known local and 

export business partners more 

secure. 

Increased merchant-ability 

power. Improves the 

competitiveness in 

domestic and export 

markets. More efficient 

customer billing control, 

debt administration. Safer 

beginning of cooperation 

with the little-known local 

and export business 

partners. 

Eligibility 

assessment 

criteria 

Trade credit risk management tool 

Letter of credit Bank guarantee Surety 

Advantages If the creditor fulfils its 

contractual obligations 

properly, the payment 

settlement is guaranteed. It 

allows to calculate in 

advance the payment 

settlement date and, if 

If the debtor breaches the deal, 

it ensures that the bank will 

fulfil the obligation of the 

guarantor's claim, which meets 

the guarantee conditions, 

without the need to prove the 

violation fact. Unconditionally 

If the debtor breaches the 

deal, it ensures that the 

surety issuer will fulfil the 

obligation of the 

guarantor's claim, which 

meets the surety 

conditions. 
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needed, to discount the letter 

of credit in order to obtain 

the payment for the deal 

before a specified date and 

to reduce the working capital 

deficiency. 

obliges the bank to fulfil its 

obligations. 

Disadvantages It is established for each 

transaction separately and 

only at the request of the 

debtor. Registration takes 

time. High maintenance 

costs. Difficult 

implementation process. Full 

protection occurs using 

confirmed and irrevocable 

letter of credit. 

Each transaction must have a 

separate bank guarantee, so 

takes a lot of time to supervise 

the entire customer portfolio. 

Initiated only in case of debtor's 

agreement. Valid as a safety 

measure only if there are 

sufficient bank’s financial 

capacities. 

Valid only as the 

transaction under the 

obligation is valid and 

ends with the end of the 

main obligation or with the 

end of maturity of surety 

ensuring measures. 

Protection is valid only in 

case of sufficient financial 

capacity of the guarantor. 

Does not include 

assessment of the country 

and economic sector risk. 

Benefits Confirmed irrevocable letter 

of credit eliminates the risk 

of incurring losses in case of 

debtor's late payments, 

insolvency or bankruptcy. 

Secures the beginning of 

cooperation with a little 

familiar export business 

partners. 

Eliminating the risk of loss to 

the debtor of late payments, the 

event of insolvency or 

bankruptcy. Managed country 

and economic sector risk. 

Secure the beginning of 

cooperation with the little-

known local and overseas 

business partners. 

It allows managing the risk 

of non-payment. Reduces 

the risk of insolvency of 

the debtor. 

 

In summary, it can be stated that in international trade, with a large customer portfolio and sales volume, 

the trade credit insurance becomes the most effective and rational way to manage credit risk. Additionally, 

insurance can grant the company with more confidence, which leads to a competitive advantage (the risk 

of a wrong assessment of the buyer goes to the insurer, and in addition, the risk is diversified and the 

country and economic sector risks are controlled), because the insurance company guarantees that in case 

the debtor (buyer) deliberately delays to cover its debts, in event of the insolvency or bankruptcy, the 

company will regain its sales revenue, because the insurer will help to recover the money by initiating pre-

trial or legal debt collection or by paying of the insurance claim. In addition, credit insurance enables 

possibility of using additional financing of trade transactions through factoring and to control the flow of 

sales revenue turnover with non-recourse factoring agreement and to obtain more favourable conditions 

for trade financing from commercial banks. Also, by using trade credit insurance, the company will not 

need to invest in personnel, their competence (assessment of risks) and risk management tools, and the 

trade credit risk management process itself with insurance assistance is simple and easy to use. It is 

important to mention the fact that insurance premiums are not taxed, and the implementation of insurance 

when managing company's buyer portfolio credit risk allows the policyholder to have higher reliability 

and creditworthiness ratings. 

The examination of expert evaluation of the trade credit insurance as a credit risk management tool 

Practical assessment of trade credit insurance efficiency and rationality in Lithuanian market is carried out 

using the expert evaluation. The aims of expert evaluation are: 

 to identify the relationship between trade credit insurance and determinants of choosing such as a 

credit risk management instrument; 
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 to determine the interrelations between trade credit insurance and the potential of development  

and competitiveness increase; 

 to find common patterns (if any) reflecting the rationality and efficiency of the researched credit 

risk management method. 

Ten experts participated in the expert evaluation. The following selection criteria were applied for the 

experts: (1) higher university education; (2) at least 5 years of successful experience in the trade credit risk 

management; (3) sufficient knowledge of trade credit insurance and not less than 3 years of experience in 

using this product. 

Based on these criteria, 10 individuals were selected, who can directly make decisions regarding the trade 

credit risk management or work closely with this product and have deep understanding of it. The experts 

were communicated in person – by phone and e-mails – so the assessors did not know the composition of 

the expert group and thus had no impact on each other's opinion (see Table 2): 

 

Table 2. Expert evaluation participants 

Expert Position Field of activity Expertise (years) 

1 Professor Insurance 23 

2 Director / Associate Professor Audit / Insurance 12 

3 Senior Project manager Trade credit insurance / broker 17 

4 Chief Financial Officer Finance / IT  13 

5 Country manager Trade credit insurance 10 

6 Chief financial officer Finance / Furniture 

manufacturing 

16 

7 Chief Executive Officer IT / Security systems 11 

8 Head of development Insurance/broker 20 

9 Chief Financial Officer / Chief Operating 

Officer  

Manufacturing 7 

10 Head of risk underwriting department Finance / Logistics  12 

 

The first six questions of the questionnaire identify the expert, his or her professional experience and 

expertise, so the evaluation will not consider answers to these questions, with accordance to researcher 

ethics and to guaranteed confidentiality for the experts. In addition, because these questions are not 

directly related to the assessment, further, they are assessed by a zero value; therefore, the seventh answer 

that reveals the expert understanding of the trade credit insurance continuously in the research is identified 

as the first question of the expert evaluation. The first question seeks to identify if the experts correctly 

understand the subject of credit risk as well to check the expertise of the expert regarding the topic. The 

analysis of the expert answers to the first question ‘Please describe how you understand the trade credit 

risk’ shows that the experts understand and interpret the trade credit risk as one of the operational risks, 

which could have a substantial impact on business continuity and which is caused by unfulfilment of 

obligations of one of the transaction parties – the buyer (debtor), like delays in payment or fully / partially 

failure to pay for the services / goods sold. All the experts agree with the statement that in order to ensure 

business development, the trade credit risks must be managed.  

 In order to determine, on what basis the experts evaluate the debtor's credit risk, the third question 

provided for the experts is ‘What must be taken into account in order to assess the debtor's trade credit risk 

more accurately?’ The answers of all 10 experts are provided in Table 3. 
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Table 3. Debtor's trade credit risk assessment criteria (Source: created by the author on the basis of the expert 

evaluation) 

Debtor's creditworthiness criteria 

indicated by the experts 

Number 

of experts 

Debtor's creditworthiness criteria 

indicated by the experts 

Number of 

experts 

The company's financial condition 10 Credit bureau recommendations 2 

Debt history  6 Legal courts, content of legal procedures 2 

Business sector specifics 6 
Collaterals and other negative 

information 
2 

Buyer's country economic and 

political situation 
5 

Information about the shareholders or 

founders 
2 

Credit history 4 
Information about the movable and 

immovable property 
2 

Financial performance indexes 4 Company size 2 

The solvency assessment (rating) / 

Creditworthiness 
3 Company age 2 

General short-term solvency ratio 3 Reserves collected for unforeseen events 2 

Public information about the 

company, impartial third-party 

reviews 

3 Countries of export–import partners 1 

Business perspectives 3 Changes in staff and its dynamics 1 

  Business transparency 1 

 

Results provided in the Table 3 show that the experts evaluate the buyers creditworthiness by a number of 

criteria and not solely on the basis of company's financial position (company's financial position has been 

identified by all the experts). Experts consider the debtor's country economic and political risks (identified 

by five experts), sector risk (identified by six experts), business perspectives (indicated by three experts), 

debt (indicated by six experts) and credit (indicated by four experts) history, Financial performance 

indexes (indicated by four experts), legal court history evaluating legal procedures content and ancillary 

information about the debtors (indicated by three experts) as well as the other information contained in 

Table 3. On the basis of the set criteria, it is concluded that the experts assess credit risks responsibly, 

trying to treat it as widely as possible, taking into account the availability of information. This assessment 

takes a lot of time, as it is based on quantitative and qualitative information that needs lot of time, 

financial and information resources in order to be collected and assessed. 

After examination of the credit risk and the factors determining it, which were considered in terms of 

creditworthiness criteria, further in the expert evaluation, the trade credit insurance is investigated as a 

credit risk assessment tool. In order to receive the assessment of the effectiveness of credit insurance from 

the experts, they were asked to answer the fourth question, which sounds as follows: ‘In your opinion, is 

the trade credit insurance an effective method for credit risk management?’ After analysing the answers of 

all the experts, it was determined that all the participants evaluated the insurance as an effective method. 

In addition, as the experts had been given an opportunity to provide not only unambiguous answers ‘yes / 

no’ but also to express their view in a free form, some experts pointed out that in order to assess the 

effectiveness of the trade credit insurance as a credit risk management instrument, it must be compared to 

other alternative credit risk management methods and the pricing of each must be taken into account. Such 

expert approach to the assessment, on the author's opinion, confirms the competence of the experts and the 

importance of the comparative analysis carried out by the authors, in order to make the most objective 

assessment of the trade credit insurance under the research aspect. It should be noted that one of the 

experts presented an opinion that trade credit insurance efficiency arises not only from the assessment of 

what the credit risk management area is but also in terms of prices. Therefore, this particular expert 

indicates that such credit risk management tool requires the user (insurance policyholder) to pay 
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significantly lower cost compared to the bank guarantee (which also has protection features) and other 

alternative instruments, which have more features of trade financing. Such expert opinion coincides with 

the author's findings, which are based on a qualitative comparative analysis.  

When carrying out the expert evaluation of trade credit insurance as a credit risk management tool, the 

authors believes that it is appropriate to check and compare the trade credit insurance advantages and 

disadvantages, which were identified by qualitative comparative analysis in theoretical aspect, to the 

expert's practical opinion. Such comparison will provide more reliability to the obtained data and to the 

conclusions of the research; therefore, the fifth and sixth expert evaluation questions are meant to 

determine the advantages and disadvantages of the trade credit insurance as a credit risk management tool 

on the basis of expert opinion. Systematised expert evaluation results of the above-mentioned questions 

are presented in Table 4. 

 

Table 4. The advantages and disadvantages of the trade credit insurance as a credit risk management tool based on 

expert evaluation (Source: created by the authors based on the expert evaluation) 

Eligibility 

assessment 

criteria 

Trade credit insurance 

Advantages Effective administrative cost optimisation: debt collection and debtor credit assessment is 

passed to the insurer; therefore, staff workload is reduced. Elimination of bad debts: protects 

the company's balance sheet from the bad / non-payable debts. Risk management: the risks are 

diversified, the risk of a wrong assessment of the buyer is passed to the insurer, provides 

reliable assessment of the creditworthiness of debtors, risk supervision (customer credit risk 

monitoring; in-depth creditworthiness assessment, when searching for links to other activities 

of the company owners and shareholders). Cash flow control and optimisation: by reducing the 

incidence of overdue accounts, quantities and volumes; debtors become more disciplined, 

losses owing to the debtor's insolvency or bankruptcy risks are eliminated. A competitive 

advantage is achieved. Country and economic sector risks are managed. Let’s the company to 

put stronger focus on its core business, respectively increasing its operational efficiency. 

Standardisation of internal processes. Professional and comprehensive insurer's support. Good 

measure for contributing to the development of the company in terms of overall stability. 

Improves the policyholder creditworthiness rating, increases company's confidence and 

establishes a credible image of the company, raises the prestige of the company. Secures the 

beginning of cooperation with a little familiar business partners. 

Disadvantages A complicated formulation of insurance agreement (policy). Improper for covering risks of 

atypical trade deals. Long waiting period insurance claim payment. In some cases, expensive 

(at a smaller customer portfolio / sales turnover). In order that the trade credit insurance to be 

operated correctly, an active policyholder's actions and the adaptation of internal processes to 

the insurance conditions is required. In case of inability to apply these actions and to implement 

a risk management framework, the trade credit insurance may be unsuited to the company's 

activities and possibly will not bring the expected benefits. Often, the credit limits granted by 

the insurers are less than that preferred by creditor, thus limiting sales. Long-term decision-

making. Strict rules and procedures (e.g. insurance claim indemnification). Quite difficult to 

implement, monitor and manage the granted credit amounts when the number of buyers is 

sufficient enough (e.g. 350 and more), where invoice are issued very often and in relatively 

small amounts. Newly established and little companies (buyers) are treated very strictly, thus 

restricting the trade with them. Buyers from insurance-prohibited countries are not covered. 

 

After the examination of advantages and disadvantages of the trade credit insurance as a credit risk 

management tool identified by the experts, the insurance rationality assessment is being carried out. When 

experts were asked, under what conditions insurance may be considered as rational credit risk 

management instrument and under what conditions such management method is ineffective, the following 

data was obtained and is provided in Table 5. 
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Table 5. Factors (conditions) determining the rationality and inefficiency of trade credit insurance as a credit risk 

management tool (Source: created by the authors on the basis of expert evaluation) 

Rational method Ineffective method 

In case of growing exports and a stable 

macroeconomic environment of the country; 

In case of trading / providing services to companies operating 

in non-insurable countries or with increased credit risk; 

Under well-established buyer portfolio flow 

and similar credit terms of receivables 

obligations; 

In case of trading / providing services to newly established 

firms / public institutions / individuals; 

When trading in domestic and foreign markets, 

applying deferred payment terms; 

If buyers are paying in advance for goods or services; 

When company is in process of expanding its 

business; 

Having a smaller buyer portfolio or working in the local 

market with well-known clients; 

In case of non-payment risk increase in the 

market and uncertain economic situation; 

When a separate buyer cannot affect the company's financial 

stability, and the company has and uses resources / tools to 

manage these risks; 

In order to effectively regulate the overdue 

trade account receivables; 

Working in high-risk conditions – regardless of objective 

recommendations about the creditworthiness of the buyer 

provided by the insurer. 

Having a large portfolio of account receivables 

(harder to assess each individual buyer), 

especially when working in foreign markets; 

 

When each individual buyer can influence the 

company's financial stability and the company 

does not have or does not use the resources / 

tools to manage these risks. 

 

 

Based on the data presented, it can be stated that the expert's opinion regarding factors determining the 

trade credit rationality and inefficiency have separated. Most of the experts argued that trade credit 

insurance is a rational credit risk management tool as for domestic and foreign markets when the credit 

terms are applied. However, there was also an expert claiming that when trading / providing services only 

in the local market, the trade credit insurance is not an effective method for credit risk management, 

reasoning it with clients' ‘notoriety’. Also, expert opinions are separated regarding the method's rationality 

in terms of the flow dynamics of buyer portfolios. Although the majority of experts assign trade credit 

insurance to the rational risk management instrument in case of a small buyer portfolio, where each 

individual buyer can influence the company's financial stability, one of the experts attributed the same 

condition to the factors determining the inefficiency of this risk management tool. 

In order to determine the relationship between trade credit insurance and the company's development 

prospects through the aspect of sales and competitiveness increase and cash (income) flows, the experts 

were asked to evaluate the benefits of the method for each of the criteria by evaluating it from 0 to 10 

points, where 0 is valued as the absence of benefit (impact), 1 point as little benefit and 10 points as big 

benefit (impact).  

The results gathered during the expert evaluation are provided in Figure 2.  Benefit of credit risk insurance 

is evaluated in terms of aim: criteria 1 – to manage company's account receivables; criteria 2 – to manage 

company's working capital; criteria 3 – to increase sales revenue; criteria 4 – to increase company's 

competitiveness; criteria 5 – to increase company's goodwill. 
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Figure 2. Credit insurance benefits, which are provided for companies to increase sales and competitiveness and to 

manage income flows (Source: created by the authors based on the expert evaluation) 

 

The data provided in the graph shows that depending on the expert, the influence of the researched credit 

management instrument under the criteria provided is evaluated differently. The first, fifth and ninth 

experts in accordance with all criteria have assessed the benefits of the trade credit insurance as a 

significant or very significant, assigning the evaluations from 8 to 10 points. It should be noted that 

according to the first criterion (in order to manage company's account receivables), the insurance benefits 

were rated as very important by all the experts. Also, the trade credit insurance was estimated by the 

second criteria (in order to manage company's working capital) as a fairly big benefit of the credit risk 

management tool. Only one expert indicated such method as little effective in regards to this aspect. The 

expert opinions were highly separated regarding the benefits provided by the trade credit insurance under 

the third criterion – in order to increase sales revenue. The vast majority (70%) of the experts estimated 

the impact of the insurance in this aspect as a very significant or significant (from 7 to 10 points), but 20% 

attributed the benefits to the less significant (5-6 points) and the sixth expert superficially evaluated the 

benefits provided by the trade credit insurance as little significant under the researched criteria. Also, the 

experts’ opinion was divided regarding the benefits provided by the fourth and fifth criteria as follows: 

60% of the experts attributed the insurance to a method that provides a big benefit when seeking for 

company's competitive advantage, but 40% of the experts estimated the impact of the insurance to 

competitive advantage as less significant, assigning assessments from 5 to 6 points; 

50% of the experts estimated the insurance as a method that provides many benefits for increasing the 

prestige of the company and, on the other hand, the same number of experts assessed its impact on the 

increase in company's prestige as less significant or very little significant (4–6 points). 

Summarising the results of the expert evaluation, further, the total assessment of benefits provided by the 

insurance for increasing company's sales revenues and competitiveness and for cash flow management, by 

the influence of each criterion is presented in Figure 3. 

 

Figure 3. Impact of credit insurance on increasing company's sales and competitiveness and on income flow 

management (Source: created by the authors on the basis of expert evaluation) 
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The last four expert evaluation questions are asked by the authors in order to determine the relationship 

between the use of trade credit insurance and Lithuanian business market stability and opportunities of 

competitiveness increase as well as to identify the impact of trade credit insurance on Lithuanian business 

market at a macrolevel (if such impact exists). Considering the competence of the participants of the 

expert evaluation, experts are invited to assess the influence of the trade credit insurance in order to 

increase the competitiveness of the Lithuanian business sector in foreign markets and its impact (if any) 

on Lithuanian export–import balance indicators and gross domestic product (GDP) (when Lithuanian 

companies are using insurance as a credit risk management tool). Also, the authors decided to check the 

assumption provided in the work that trade credit insurance is an efficient and rational method for credit 

risk management in the context of Lithuanian business market, on the basis of experts competence and to 

verify the hypothesis that the trade credit insurance in Lithuanian business market is an efficient and 

rational way of credit risk management in order to develop the business. The received data is presented in 

Table 6. 

Considering the data presented in Table 6, it can be stated that although trade credit insurance influence 

for the nominated goals is assessed differently by the experts, the relations themselves – between trade 

credit insurance and competitiveness increase in foreign markets, as well the Lithuanian export–import 

balance indicators and GDP – were unambiguously identified by all the experts.  

 

Table 6. Determination of the relations between the appliance of trade credit insurance (TCI) and Lithuanian 

business market stability and the evaluation of competitiveness increase opportunities (Source: created by the author 

based on the expert evaluation) 

Q Criteria Criteria Grade Experts Average  

    1 2 3 4 5 6 7 8 9 10  

10 6 

The influence of the implementation in 

order to increase the competitiveness of 

Lithuanian business sector in foreign 

markets 

From 

0 

to 10 

9 9 9 9 9 5 8 7 9 7 8.1 

11 7 

The impact of the TCI implementation in 

Lithuanian companies has or may have on 

Lithuanian export–import balance 

indicators and GDP 

From 

0 

to 10 

8 3 8 8 8 8 8 4 9 7 7.1 

12 8 

The TCI is an efficient and rational method 

for credit risk management in context of 

Lithuanian business market 

Yes: 1 

No: 0 

1 1 1 1 1 1 1 1 1 1 1 

13 9 

The TCI in Lithuanian business market is 

efficient and rational way of credit risk 

management in order to develop the 

business 

Yes: 1 

No: 0 

1 0 1 1 1 1 1 1 1 1 0.9 

 

It should be noted that although expert opinion on the significance of influence have separated, however, 

the vast majority of experts (90%) identified it as a very significant or significant enough in order to 

increase competitiveness in foreign markets and by assessing the insurance impact on Lithuanian export–

import balance indicators and GDP. 

Summarising the carried-out expert evaluation, it is concluded that the trade credit insurance is seen as an 

efficient and rational method for credit risk management by the experts in context of Lithuanian business 

market in order to develop the business. Its benefits and impact on the company aims to manage the 

company's account receivables are assigned to a very significant category – the average of significance is 

9 (maximum score is 10 points), whilst the impact on the objectives to manage the company's working 

capital and to increase sales revenue and company's competitiveness and goodwill is estimated as 
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significant (significance average ranging from 6.7 to 7.8). By considering the advantages and 

disadvantages of the trade credit insurance identified by the experts, it is decided that often the purpose of 

the trade credit insurance itself is identified as disadvantage – to protect the policyholder against credit 

risk on the basis of a very broad and deep credit rating evaluation methodology, which provides credit 

limit granting. Some experts evaluate credit limit granting procedure as a restriction in trading process; 

however, in fact, the purpose of such limits is to reduce the credit risk to an acceptable and reasonable 

one. Yet, some new gaps that have not been detected during the qualitative comparative analysis were 

identified – long insurance claim payment waiting and decision-making period and the need to adapt the 

internal processes to the insurance conditions – without implementing a risk management framework and 

without correct estimation of insurance claims payment terms, the trade credit insurance cannot provide 

the expected benefits. Analysing rationality and inefficiency of the insurance, it is concluded that the 

inefficiency is often treated by the experts not on the basis of certain insurance function efficiency, but 

according to its using suitability, which leads to an incorrect final evaluation. Also, during the carried out 

assessment, a link between trade credit insurance and the company's development prospects expressed 

through the insurance company's impact on sales and competitiveness increase and income flow 

management has been identified. 

Conclusions 

After carrying out the analysis of the trade credit insurance as a credit risk management tool in the context 

of the disadvantages, advantages and benefits and after investigating its effectiveness, efficiency and 

inefficiency based on theoretical (qualitative comparative analysis) and practical (expert evaluation) 

aspects, the authors consider that it would be appropriate to carry out a summarised insurance assessment 

that combines and examines the obtained results.  

Assessing the debtor's crediting opportunities, it is necessary to assess its solvency, liquidity, operational 

efficiency and profitability indicators, to analyse company's level of liability and capital structure, evaluate 

the possibility of bankruptcy and take into account the debtor's disposable amount of money. During the 

examination of internal non-financial factors, it is advisable to rely on the company's strategy and business 

policy, to investigate the behaviour of the staff and management, to pay attention to the company's 

participation in legal proceedings and to assess the company's legal liability. External factors are 

particularly important when assessing the creditworthiness of foreign customers because under 

international trade conditions, solvency risks depend not only on the internal, financial and non-financial 

situations but also on the buyer's country's political, economic and other risks and cultural peculiarities. 

Unfortunately, the assessment of debtors' ability to pay often confronted with the problem of data 

reliability and accessibility. In addition, information collection and evaluation requires a lot of expertise, 

time and money, what makes profitable transactions at first sight, less useful and sometimes even 

unprofitable. Especially, the trade credit risk assessment problems are reflected in international trade, as 

some foreign countries' laws and legal systems hinder the availability of information and its collection to a 

level that it becomes simply impossible to perform.  

The carried-out assessment of scientific literature concluded that in order to perform the assessment of 

trade credit insurance as a credit risk management tool, it is necessary to develop a methodology that 

could allow to evaluate the effectiveness of trade credit insurance not only in the theoretical aspects but 

also to define the relationship between application of trade credit insurance and the possibilities of 

increasing the stability and competitiveness of Lithuanian business market on the practical side. For this 

reason, the authors have proposed a methodology that combines theoretical and practical research 

methods. First of all, with the assistance of qualitative analysis, the alternative external credit risk 

management tools were examined. Such analysis allows not only to identify the advantages, disadvantages 

and benefits of researched risk management tools but also to assess the efficiency and rationality of trade 

credit insurance in the context of alternative methods. In order to carry out an assessment in the practical 

aspect, considering the lack of statistical data, it was decided additionally to perform an expert evaluation. 

At the same time, by completing the expert evaluation questionnaire, it becomes possible to determine the 
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links between the trade credit insurance, the development potential and competitiveness increase on the 

basis of business sector insights. The assessment, which is made in accordance with the methodology, 

combining qualitative analysis and expert evaluation is more solid, because the assessment of the trade 

credit insurance in the theoretical aspect additionally includes experts who are decision-maker in their 

field and who are well aware of the researched product from the practical side. 

In the authors’ opinion, only insurance and bank guarantee have genuine trade credit risk management 

features. Both management tools ensure that in case if the events provided in the contract (insurance 

policy) or a guarantee (bank) occur, the creditor will receive the payment, so the creditor will not suffer 

losses because of the debtor's insolvency, delayed payment or bankruptcy. Nevertheless, comparing 

insurance and bank guarantee, the authors believe that insurance is more effective and rational trade credit 

risk management method, which additionally gives the creditor a lot of advantages. In addition, credit 

insurance enables possibility of using additional financing of trade transactions through factoring and to 

control the flow of sales revenue turnover with non-recourse factoring agreement and to obtain more 

favourable conditions for trade financing from commercial banks. Also, by using trade credit insurance, 

the company will not need to invest in personnel, their competence (assessment of risks) and risk 

management tools. Furthermore, the implementation of insurance when managing company's buyer 

portfolio credit risk allows the policyholder to have higher reliability and creditworthiness ratings. 

Although in terms of the price, insurance may be more expensive instrument than a bank guarantee 

(according to applicable premium rates). 

After performing an assessment of trade credit insurance, it was concluded that in international trade, with 

a large buyer portfolio and high sales volume, the trade credit insurance becomes the most effective and 

rational way to manage credit risk, which eliminates the losses because of the debtor's insolvency or 

bankruptcy, manages countries and sector's risks and helps to discipline the debtor, what determines the 

decline in overdue accounts frequencies, amounts and volumes. In addition, credit insurance provides 

possibility to finance trading transactions and to control the working capital flow by using additional 

factoring service and to obtain more favourable conditions for trade financing from commercial banks. It 

is important to mention the fact that the implementation of insurance by the company in order to manage 

credit risk provides the policyholder with a higher reliability and credit rating. Furthermore, it is an 

effective method to optimise the administrative costs. Also, it is simple and convenient to use management 

tool. All of this allows businesses representatives to focus more on the core business by increasing its 

operational efficiency, gaining a competitive advantage and the opportunity to expand their business. 
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Abstract. The topic of organisational pathology is surprisingly absent in literature on management, especially when 

bearing in mind the theoretical and practical import of such questions. The intention of the author is to fill in this gap, 

at least partially. The paper is based on an analysis of literature and an empirical research conducted by the author. 

The research applied partially structured interviews as its method. These interviews were conducted with 

entrepreneurs and managers of various levels. They made possible the drawing of conclusions relating to conditions 

behind the genesis and growth of selected organisational pathologies in a situation of economic downswing. The 

article briefly presents the concept and influence of pathology on the functioning of an organisation. The author 

concentrates on the causes of the phenomenon and presents them from various perspectives. It is during times of 

economic downswing that an increase in unethical behaviour, including corruption, mobbing as well as others, 

becomes particularly visible. Also noticeable is  concentrating on limiting costs, which can sometimes reach 

pathological scale. This can lead to a permanent loss of pro-development potential by the organisation. Moreover, 

numerous pathological phenomena emerge at the tangent point of the organisation and its surroundings. The source 

of many undesirable phenomena in the organisation and in its relations with its surroundings is a fall in trust, which 

makes its appearance in crisis situations. More often than not, managers facing a situation in which they have no 

choice perpetuate organisational pathologies, whilst, at the same time, being aware of the lack of validity of their 

actions. However, a more frequent source of problems is the differences in perspective in perceiving organisational 

phenomena by various actors and stakeholders. 

Keywords: organisational pathologies, downswing, dysfunction, error 

JEL Classification: M 10 

Introduction 

Pathologies, understood as irregularities, inseparably accompany all of man’s activities. This also pertains 

to management. Actually, it is difficult to look at management as organised action without making 

reference to pathologies. In fact, numerous authors have undertaken the question of pathology whilst 

analysing other matters. However, identification and descriptions of pathologies have rarely been the 

primary goal of researchers. It is for this reason that analysis of literature fails to give significant pointers 

relating to the methodological aspects of conducting research in this area. The sensitive nature of this 

research area is undoubtedly an impediment to the process of procuring information. Many respondents, 

for various reasons, declined participation in such a study. What is of great importance in this case is the 

open and honest expression of opinions by those questioned. It is for this reason that this study has applied 

partially structured interviews. Only such an approach can lead to the emergence of an ‘open catalogue of 

organisational pathologies’. 

The sources of organisational pathologies as well as areas in which they originate are diverse. However, it 

is possible to identify certain regularities. The goal of this paper is to present selected pathologies in the 

organisation and the management process, with special stress on conditions of economic downswing. This 

text is based on the analysis of literature as well as partially structured interviews conducted amongst 

deliberately selected entrepreneurs, specialists and managers of various levels. The basis for the writing of 

this paper was the ‘Managerial Errors’ research programme as undertaken at the Faculty of Management 

of the University of Warsaw over the years 2012–2016. The research was interpretative in character. It 

made it possible to identify selected pathologies and procure diverse opinions regarding their areas and 

causes. 
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The Essence and Elements of the Theory of Pathology 

The word pathology is derived from the Greek language and means a state of being ill or the study of 

illnesses. In common usage, pathology is understood as the extended presence of a significant irregularity. 

In as much as pathology is the study of illness, organisational pathology can be treated as the study of 

‘organisational disease’. Looking at the second meaning of the phrase, organisational pathology is a long-

term, significant irregularity in the functioning of an organisation. According to Kieżun (1971), the study 

of organisational pathology can be considered as a clearly isolated part of the theory of organisation and 

management, which is concerned with the analysis of deviations and their subsequent generalisation as 

well as the defining of remedial measures. As to organisational pathology itself, that same author defines 

it as a ‘relatively permanent irregularity responsible for waste in an economic sense and (or) moral one 

exceeding the limits of social tolerance’ (Kieżun, 2012). By analogy, management pathology may be 

defined as significant, long-term irregularity in the process of managing an organisation or as an isolated 

part of the study of management concerned with the analysis of the functioning of irregularities in 

management.  

A concept that is similar to pathology is dysfunction. Dysfunction should be treated as a phenomenon that 

has a negative impact on a defined social system. Systems are subject to tension and changes in ill-advised 

directions as a result of dysfunction. The long-term effect of dysfunction can cause a system to enter a 

pathological state. This means that dysfunction in an organisation leads to interference in the efficient 

functioning of that organisation, where management dysfunction makes impossible or impedes proper 

management of the selected organisational system. However, the borderline between dysfunction and 

pathology is not always clear, which is reflected in the area of definitions. For example, Albrecht (2003) 

perceives dysfunctions as organisational disorders. According to Cameron, Whetten and Kim (1987), 

dysfunctions can include both processes, such as increasing centralisation, and states, such as low morale. 

 According to Stocki (2005), ‘pathology encompasses all dysfunction in the organization that does not 

allow the achievement of realistic goals set for the given organization and aligned with social good, using 

defined means over a defined time period’. A similar view of pathology (‘through dysfunction’) was held 

by many of the interviewed managers and entrepreneurs.  

The term organisational inefficiency is also used relatively often. Entire organisational systems or their 

individual processes are seen as being inefficient. Inefficiency is the opposite of efficiency – the 

praxeological assessment of ‘good work’. The basic positive aspects of efficiency are effectiveness, 

gainfulness and economy. In a sense, these advantages are gradable. Therefore, organisation or process 

inefficiency is treated as the holding of an insufficient quantity of the positive aspects of efficiency by the 

organisation or process. Thus, a significant problem is the establishing of a threshold for the efficiency 

barrier defining the limits of phenomena deemed as being pathological (Kieżun, 2012). The structure of 

intended effects of human endeavour as developed by Zielenewski may prove helpful. 

Table 1. Structure of the Effect of Action (Source: Kieżun, 2012) 
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From the point of view of praxeologically efficient action, minimising waste should be a goal. However, it 

should be borne in mind that there exists a limit of socially acceptable waste. This gives rise to a question: 

Is all waste pathological or does it only become so when it crosses the limits of social acceptance? Bearing 

in mind the complexity of the surroundings, especially the variety of legal and cultural conditions, the 

social acceptance factor seems to be important. However, the matter of recurrence is even more important. 

One-time waste may be the outcome of a mistake or an error, understood as the performance of an action 

in an improper manner, an inaccuracy in some product of work or reasoning, but of a unit or random 

character. Waste that is relatively permanent, the result of recurring action and/or made permanent in a 

formal manner, becomes pathology. Pathologies, dysfunctions and managerial errors are part of the 

broader thematic field of mismanagement, which means managing incompetently or dishonestly. Several 

authors in their papers use this generic term (e.g. Brown and Hesketh, 2004; Heller and Darling, 2011; 

Petrucelli and Peters, 2017; Christensen, 1993; Webb, 1992). The pathology studies described in this 

article also fall within this broad spectrum. 

Consideration of pathologies has been present in topical literature from almost its very inception. Though 

not directly, these matters were present in the works of Xenophon as well as the Code of Hammurabi. The 

entire classical stream of management science can be considered a derivative of the desire by 

distinguished engineers to eliminate organisational dysfunction and pathology. Later streams of 

management science also looked into this matter. 

Depending on the agreed assumptions, pathologies may be analysed in the context of the ecology of the 

population of organisations (Scott, 1992), the organisation lifecycle (Samuel, 2013), psychopathology 

(Kets de Vries and Miller, 1984) or applying a systemic metaphor for the organism (Miller et al., 1991). 

There is also a wealth of achievement amongst the representatives of the diagnostic approach, which seeks 

and creates instruments for the identification and analysis of pathology subject to concrete situational 

conditions (e.g. Launsby, 2016; Gouliemos, 2005). Examples from this group of authors include Stocki 

(2013), Gestmann (2001), Guy (1989) as well as Robinson and Benett (1995), who created an interesting 

typology of organisational behaviours outside the norm. 

The area of emergence of organisational pathology that is best studied is the social area. Stocki (2011), 

Lencioni (2005) and Samuel (2010) are amongst those devoting their studies to this field. This group also 

includes authors analysing various dysfunctions and pathological behaviours. Questions of professional 

burnout are studied by Awa, Plaumann and Walter (2010); Chan (2011); Halbesleben, Osburn and 

Mumford (2006); and others. White (2010) considers the source of dysfunction to be excessively detailed 

management in the actions of managers. Dysfunctions linked to various types of organisational cultures 

are analysed by Fink, Dauber and Yolles (2012). The question of bullying and intimidation in the 

workplace is taken up in the works of Archer (1999); Ashforth (1984); Björkvist, Österman and Hjelt-

Bäck (1994); Einarsen (2000); and others. It is the view of Lecker (2011) that the sources of unethical 

leadership may be found in both the professed system of values and the qualities of the worker as well as 

in organisational conditions such as a high level of expectations on the part of the organisation, high stress 

levels and forcing appropriate behaviour though hierarchical operation. 

Questions of pathology in other areas of the organisation are looked at by researchers less often. However, 

there are questions that are well studied. Amongst them are pathological phenomena accompanying the 

processes of decision-making. Perlow, Okhuysen and Repenning (2002) link pathology with a rapid rate 

of decision-making. Pathological mechanisms of mutual undermining of decisions by members of teams 

in administrative organisations are noted by Schulman (1989). McMillan and Overall (2016) see the 

sources of dysfunction in faulty strategic management systems that filter transmitted information, stressing 

the good and screening out the bad, for example. Other researchers are involved in the study of 

pathologically extreme economising (Goffnett, Lepisto and Hayes, 2016; Pasieczny, 2005). 

Areas subject to study include external sources of pathology. Questions of organisational pathologies 

during crises are examined by Miller (1998). The role of financial institutions in the origins of crises is 

stressed by Bogle (2009). Other researchers are studying problems stemming from expectations of very 
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quick organisational action (Perlow, Okhuysen and Repenning, 2002). 

Both research and practice often apply a subdivision into pathologies in the functioning of businesses and 

administrative pathologies. This subdivision is decidedly hazy. A significant portion of pathologies, or 

even their decided bulk, is universal in character. Moreover, numerous pathologies occur at the tangent 

point of the business and public sectors. 

The group of universal pathologies most certainly includes what is known as ‘negative autonomisation’. It 

includes (Kieżun, 2012): 

 Switching the main objective to subsidiary ones or to another main objective, 

 Changes in ways of operating, and 

 A change in goals, in which the means of action (indirect goal) becomes the main objective. 

Robert K. Merton already observed the so-understood autonomisation in the 1950s. He noted the 

phenomenon of internalisation of organisational rules that are introduced to achieve concrete 

organisational goals but become values in and of themselves regardless of the achievement of those goals. 

Questions of autonomisation by organisational units concentrating exclusively on ‘ancillary goals’ that are 

means to achieve the main goals (bypassing other ‘ancillary goals’ not encompassed by their action) was 

also a subject of study of the only Nobel Prize winner in the field of organisation and management(Simon, 

2007). Simon’s efforts mainly concentrated on administration. However, his findings were universal in 

character. Kieżun (2012) considers the worst pathologies in administration to be 

 Gigantomania – permanent increase in the number of employees, multiplication of organisational 

entities  

 Luxurymania – unjustified excessive spending on the external manifestation of power 

 Corruption – official misconduct or misuse of public function for personal gain 

 Arrogance of power – disrespect of customers by administrative officers 

In addition to pathologies in administration, equally painful are pathologies, errors and dysfunction in 

businesses. In line with research conducted by the author, long-term and permanent errors in management 

that are a source of organisational pathology include (Pasieczny and Glinka, 2008): 

1. The creation of irreplaceable people by the organisation, 

2. Replacing day-to-day communication with occasional events/campaigns and the inept 

communicating of changes, 

3. Excessive dependence on procedures, 

4. Failure to see ties between organisational outlay and effects, 

5. Lack of any will to learn and acquire new knowledge from employees, 

6. Shifting the responsibility for mistakes to others, 

7. Surrendering to the herd effect, 

8. The ignoring of minor signals, 

9. Concentration on the symptoms of the problem, not their causes, 

10. Shortening the time horizon for decisions, 

11. Lack of vision and reactivity, and 

12. A quest for novelties and disregard for tested solutions. 

Research Conditions and Methodological Limitations 

The inspiration for commencing studies into pathologies was the author’s experience in organisational 

advisory services, which allowed the noting of long-term, serious and recurring problems faced by many 

organisations. These even made their appearance more often than once in organisations applying refined 

solutions in the area of management. The diagnosing of such problems and identification of their sources 

is an important task from the point of view of questions of the value of the organisation. Organisational 

pathologies are a significant factor lowering the value of an organisation. Their elimination may prove a 

relatively inexpensive (though not always simple) path to increasing such value. 
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Research into pathologies is impeded because of the already-mentioned unwillingness to disclose the 

negative sides of the functioning of an organisation. The motive behind this may be a fear of displaying 

the organisation in an unfavourable light (and thus tarnishing its image) as well as fear of the 

consequences of being accused of disloyalty. 

A significant barrier involves the problem of the interpretation of concepts and variations in the perception 

of phenomena by those examined. This problem is seen in the execution of both qualitative and 

quantitative studies. 

The research presented in this paper is located in the interpretive paradigm and was conducted using text 

analysis and partially structured interviews. The aim of the researcher was the creation of an ‘open 

catalogue’ of errors, pathologies and dysfunction and, equally importantly, discovering and understanding 

the mechanisms interfering with the functioning of the organisation. Realistion of a similar goal using 

‘classical’ quantitative methods would have been difficult, if not impossible. 

This text is based on the analysis of literature as well as partially structured interviews conducted amongst 

22 deliberately selected entrepreneurs, specialists and managers of various levels. A consequence of such 

a deliberate selection of the sample is lack of representativeness of the study. Six entrepreneurs, 2 highly 

qualified specialists working in a nonpublic health service entity, 13 company managers and 1 mid level 

manager from a housing cooperative were interviewed. Amongst the entrepreneurs, micro-entrepreneurs 

and owners of small businesses made up the majority.  Most of the entrepreneurs carry out service 

activities. Their companies are located in the Polish capital, but because of the wide use of the Internet, 

their activity is not limited to their location. In spite of the small size of their companies, some are 

successfully operating on foreign markets. The surveyed entrepreneurs were mainly young people aged 

25–35 years. Five of the six entrepreneurs come from families with entrepreneurial traditions. Only one 

has managerial education. The company from the healthcare industry from which the interviewees come is 

the largest private company in the industry in Poland. It employs more than 14,000 employees, including 

6,000 doctors and has 200 own and 2,500 partners’ clinics. The interview was conducted with the 

company’s network development specialists. Both are graduates of management schools. With a single 

exception, the managers were responsible for organisations or organisational cells in Poland. The majority 

of the managers were employed in large and medium companies. They included one president of a 

pumped-storage Power plant, presidents and managers of waterworks in several Polish cities, an airport 

manager, hypermarket managers and managers of construction companies. 

One of the respondents was a high-level manager of a Russian company belonging to an international 

corporation. In addition, one interviewee was a specialist in one of Warsaw’s housing cooperatives 

responsible for dealing with all formalities in the Warsaw City Hall. The length of the interviews ranged 

from 30 min to 6 h. The interviews were recorded and subsequently transcribed.  

Respondents were asked whether and what specific pathologies occur in the following areas: 

organisational solutions, social sphere, philosophy, values, strategy, relations with the environment and 

vertical and horizontal relationship. Methods of implementing change and reactions to change were 

discussed. An ancillary list, based on literature analysis, contained more than 30 examples of pathologies 

in these areas, but for the purpose of the research (creating an open catalogue of pathologies and 

dysfunctions), the researcher sought to avoid pointing out specific examples and suggestions to 

respondents. In addition, respondents were asked to indicate the manifestations and sources of the 

pathologies. Fulfilling the intended aim of the study and further work were not only meant to arrive at a 

better understanding of some of the phenomena taking place in organisations but also to serve a practical 

purpose to managers and entrepreneurs who are interested in the development of their organisations. They 

were meant to answer the questions – what not to do and how not to behave. 

The use of partially structured interviews made it possible to acquire information that is both broad in 

nature and varied. However, the weak aspect of such research is the already mentioned lack of 

representativeness and limited possibilities for generalisation. In spite of the above-indicated difficulties 

and research limitations, a certain recurrence of opinions was achieved.  
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Economic Downswings and Pathological Phenomena: Research Results 

The conducted research brings to the forefront a whole gamut of pathologies linked to unethical 

behaviour. As research conducted by PricewaterouseCoopers (2009) demonstrates the level of economic 

crime rises in times of crisis. The origins of such behaviour are to be found in the worsening economic 

situation of economic entities and, as it also seems, in poorly rooted moral standards as well as a lack of 

respect for the law on the part of many entrepreneurs and managers. 

An important organisational problem that was pointed to by many participants in the study was unethical 

behaviour, including unethical leadership. The sources may be found in both the professed system of 

values and in the qualities of the employee as well as in organisational conditions, such as a high level of 

expectations on the part of the organisation, a high level of stress and forced behaviour through the 

operation of a hierarchy (Lecker, 2011, pp. 38–39). Actions forbidden by legal regulations (e.g. bribery 

and mobbing) and actions not unequivocally defined and forbidden (e.g. favouritism and preferential 

treatment in the private sector) are amongst the unethical activities that can be identified. The interviewed 

managers indicated that some of the specified phenomena, such as bribery or favouritism, increase in 

times of economic downswing whilst others, such as mobbing, have to ties to such downswings. 

The conducted interviews demonstrated that during economic downswings, differences in perceiving 

organisational reality by various groups of participants are exacerbated. During a downswing, managers 

make decisions that, in their view, are rational. However, subordinates see them as unfair and injurious. 

Something that managers may consider as firmness is perceived by their subordinates (and often business 

partners) as ruthlessness. What owners or lenders view as a rationalising of operations may be just a 

reduction in jobs by workers. ‘Economising’ for some may be the ‘shifting of duties’ for others. The list 

goes on. Just about all participants in the study called attention to problems involving communications and 

difficulties in the proper presentation and justification of the need for change. Problems with 

communications are a universal phenomenon that occurs everywhere, regardless of the condition of the 

company. However, economic downswing is a factor revealing and exacerbating errors and organisational 

weaknesses. 

An interesting question looked at by several interviewees was the concentration of excessive attention to 

cost control and cost cutting and the ignoring of pro-revenue actions during times of economic 

downswing. In a part of the organisations in which the interviewed managers were employed, a poor 

economic situation almost exclusively resulted in savings, where more often than not such savings related 

to areas and assets that could be considered as key company resources. Such actions give current benefits 

but, in the view of the interviewees, can limit the development potential of their organisation. A somewhat 

smaller group of interviewees indicated a growing disdain for making decisions in times of economic 

slump, which was most often explained by the managers’ apprehension against losing their positions. 

When indicating pathologies, most interviewees simultaneously sought their sources. Most often, the 

sources were ‘objective factors’ or ‘factors independent of the managers’. It seems that downswings 

facilitate the perceiving of phenomena by becoming something of a catalyst for the rationalising of many 

(including one’s own) improper behaviours and decisions. 

Exceptional situations facilitate extreme behaviour and mistakes, whilst the increased dynamics in 

organisational behaviour underscores and intensifies the effects of all manners of organisational 

dysfunction. Some managers are aware of the fact that a poor economic situation coupled with pressure 

from stakeholders force the taking of decisions calculated for a very short time horizon, where any change 

in this state of affairs seems impossible. This is due to independent factors, principles of the free flow of 

capital and the enormous pressure (on the part of the media, regulators, shareholders, banks, etc.) for 

accelerating the dynamics of the functioning of the organisation. 

Amongst the unfavourable phenomena facilitating organisational pathologies that intensify during a 

downswing, a fall in trust can also be observed. This pertains to not only the organisation’s external 

relations, which are understandable in light of the increase in economic crime. As stressed by some study 
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participants, people are the source of pathology and, in many cases, the ‘elimination of pathology will take 

place by replacing people’. Others noted a solution in the development of organisational information 

technology systems that can increase capabilities of monitoring workers whilst simultaneously limiting 

unconstrained freedom in actions by people occupying certain positions. Bearing in mind the systemic 

character of many dysfunctions, this signifies a tendency to seek out very simple and often deceptive 

solutions. At the same time, many managers stressed that they see the importance of trust and the building 

of an appropriate organisational culture. 

Numerous errors, dysfunctions and pathologies may be the result of conscious and intentional decisions 

and organisational solutions. They may also be the effect of unconscious actions. Whether the error was 

committed consciously or unconsciously usually has no real meaning from the economic point of view. Its 

effects are losses, drops in efficiency, additional costs and other negative phenomena finding their 

reflection in the economic situation and social position of the organisation – waste. However, decisions 

and organisational actions face judgment by many stakeholders using diverse criteria. From the point of 

view of ethical principles, an unconscious managerial mistake resulting in a fall in company profits differs 

from a conscious decision causing the same decrease, but as the effect of corrupt actions. What is 

important is that those for whom, for obvious reasons, economic criteria are more important also use 

ethical criteria in their judgments. Thus, the media or even shareholders may ‘forgive’ a manager for his 

or her unconscious mistake in spite of the fact that it lead to tangible loses for the latter. A manager who 

caused the same problems as a result of conscious and dishonest actions cannot count on such lenience. 

However, sometimes the situation is more complex. Errors are conscious but unavoidable when they are 

the result of improper assumptions lying at the base of the organisation. A good and relatively common 

example illustrating this question is the selection of suppliers for a company. A significant part of 

companies (and almost all public sector institutions) are guided by the lowest delivery price in their 

selection. In spite of the best of intentions and many efforts on the part of the people responsible for 

supplies, the lowest price cannot always be reconciled with high quality, favourable payment deadlines, 

proper maintenance services and so on. Decisions regarding choice of one supplier over another are taken 

in a fully conscious manner, but from the point of view of the organisation, these decisions are not 

optimum. This is seen by not only the decision-makers themselves but even by other stakeholders. 

However, such shape given to the decision is the result of improper assumptions functioning in the 

organisation or its surroundings and no one faults the decision-makers. In this case, organisational 

pathology involves the fact that everyone is aware of the decision being ‘consciously improper’, but the 

decision-maker had no choice and has to take it. Such error is committed consciously, but the decision-

maker never had any intention of harming the organisation. The source of such errors lies in dysfunctional 

systemic assumptions. 

Final Comments and Conclusions 

A significant portion of pathologies indicated in this study comes down to the impossibility of taking fully 

rational decisions. This should not be a surprise because the term rationality itself is not sufficiently 

precise. It is derived from the Latin ratio, rationis, which means calculating, solving, reasoning and 

manner of thinking. In its turn, ratiocinatio means reasonable consideration. Simplifying somewhat, 

rational actions are actions based on reason. However, real rationality, translated into action rules, always 

takes place in defined historical, political, geographical, organisational, social and other conditions. These 

conditions are usually variable. Thus, speaking of fragmentary or limited rationality as well as of grading 

rationality is justified. What is valuable from the point of view of practice is Weber’s statement that 

rationality reveals itself in the selection of the most effective (efficient) means to achieve previously 

defined goals (Kłosiński, 2000). However, it is possible to question both the rationality of selected goals 

as well as the selection of the most effective means itself (especially ex post). Differences in the 

assessment of rationality of actions from the perspective of the organisation as a whole and from the point 

of view of its selected parts are tied with a very severe organisational pathology – autonomisation. 

Another problem is the contradiction between the rationality of a decision in the long and short terms. The 
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same decision, whose implementation brings the desired effects, may play a role in the fostering of 

unfavourable phenomena and consequences in the long term. However, managers must take such 

decisions because if they do not, they will most probably not be able to serve their role for long. 

Subordinating decisions to short-term rationality becomes prerequisite to survival, but at the same time, it 

can have a negative impact on future development processes. Examples of such irrational behaviours may 

be indulging in fades and herd effects. What until recently was a standard worker responsibility presently 

becomes a ‘project managed by the worker’. Outsourcing, lean management, reengineering and other 

methods of ‘optimising costs’ are applied almost universally and, more often than not, without any greater 

sense. The effect that this provides is often in the form of a short-lived improvement in financial results 

that, in the longer perspective, may lead to a situation in which the organisation has no surplus that can 

make possible the starting up of new processes. 

In presuming that the currently dominant assumption that the goal of the organisation is survival and 

development, decisions leading to the maximising of short-term benefits at the cost of the future should be 

considered a pathology. However, it cannot be ruled out that as a result of a changing reality, not only the 

organisational lifecycle will shorten but basic assumptions regarding organisational targets will also be 

subject to revaluation. 

The sources of pathologies are systemic and complex. This also means that there are no universal 

solutions for these problems. However, there exist more or less effective fragmentary solutions. In 

essence, management would not have been isolated as an area of interest of practitioners and theoreticians, 

a subject of numerous studies and ultimately a scientific discipline if not for having the experience 

numerous problems linked with the functioning of the organisation. Amongst other reasons, these 

problems were the effect of recurring errors and irregularities in managing. Just about all authors have 

formulated guidelines for ancient and modern managers alike, warning against the committing of such 

errors. In writing how to proceed, they simultaneously called attention to what not to do. 

There continues to be a need for such guidelines today. In the view of Gestmann (2001), ‘in moments of 

despair, entrepreneurs reach for every, even semi-credible theory relating to management. All known 

principles of management, from Total Quality Control, through Human Relations, to Reengineering, are 

instructions that promise help in eliminating organizational, communication, dependency-based, and other 

interference found in the workplace without actually studying just what the reasons are in an exhaustive 

manner’ . A downswing in the economy exposes and, to a certain extent, intensifies pathological 

phenomena. On the other hand, it is a period of searching and creating new solutions and instruments in 

the area of management. Expectations relating to the identification and elimination of the most visible and 

greatest pathologies are growing. The intended goal: creating an ‘open catalogue of pathologies and 

dysfunctions’ by definition requires the continuation of research. Its theoretical and practical significance 

will grow as the number of respondents and the scope of the study on the causes and sources of pathology 

increase. This can also lead to creating an outline of an early warning system for the most common 

dysfunctions and pathologies in organisation. 
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Abstract. Research on embedding direct charitable contributions into purchase transactions through increasing 

product price has revealed mutual benefits for charitable organisations and for-profit companies. This process is 

referred to as the embedded premium (EP). The potential for this type of mutually beneficial cause marketing has 

been shown to apply to a wide range of products. The fastest growing product classification in the United States, 

organic products generally cost more than their non-organic alternatives. The basis of this research is to examine if 

organic products enhance the utility of EP offerings. Eight different organic and non-organic food products are 

presented in a 64-block, single choice set design to a national sample of consumers with choice options between 

current market price and current market price plus 5% price premium with entire premium going directly to charity. 

The results of the research indicate that organic products with EP were, on an average, chosen almost five percentage 

points less frequently than similar EP choices involving non-organic products. 

Keywords: cause marketing; charitable contribution; embedded premium; organic. 

JEL Classification: M31 

Introduction 

Cause marketing is a ubiquitous promotional strategy in both academic research and business practice. 

Whilst cause marketing can provide benefits to the business sponsor, the charity and consumers, the 

charity often has less control than the business sponsor and this can lead to arrangements that are not in 

the long-term interest of the charity. The study of embedding direct charitable contributions into a 

purchase transaction through increasing product price could enhance opportunities for charitable 

organisations to proactively approach companies with cause marketing proposals. The unique contribution 

would be the ability to increase price whilst also increasing preference. Typically, the case for cause 

marketing is built on goodwill and the potential for future revenue or profits for the partner company. If 

increasing product price to include a direct donation can be shown to possess consumer utility, business 

cases for cause marketing activities are enhanced for all parties involved. This indirect transfer process is 

referred to as an embedded premium (EP). Arora and Henderson (2007) describe EP as an enhanced 

offering resulting from a social cause being added to a product or service. EP, in contrast to other 

promotional strategies, appeals to non-economic factors and concentrates on the connection between 

concern for others and the concern for oneself (Arora and Henderson 2007). 

Just as cause marketing has become ubiquitous, the concept of environmentalism and environmental 

practices has evolved from the periphery of societal values to assuming a much more prominent position 

(Ottman, 2011). Environmentalism and environmental practices, similar to EP, appeal primarily to non-

economic factors and have encouraged the formation of many charitable organisations to serve the desires 

of individuals. There is also an economic dimension to environmentalism where businesses incorporate 

environmental themes and environmental practices as they make products and provide services to 

consumers. 

The roots of environmentalism can be traced back centuries, but the 1970 enactment of the National 

Environmental Policy Act in the United States and the inauguration of the annual Earth Day celebration 

began to accelerate environmental awareness. The environmental practice of sustainability encouraged the 

growth of organic agriculture, which focuses on the health of soil, water and air. Organic products have 

become the fastest growing product category expanding from sales of $1 billion in 1990 to sales of $43.3 
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billion in 2015 (OTA 2016). Food comprises almost 92% of total organic sales and sales of organic food 

products are growing over three times the growth rate of the overall food market (OTA 2016). 

The Theory of Planned Behaviour (TPB), the idea that attitude towards behaviour, subjective norms and 

perceived behavioural control combine to shape an individual’s behaviours and behavioural intensions, 

provides us with a general framework to consider how organic product classification influences interest in 

EP choices. TPB has been shown to explain between 39% and 42% of the variance in behavioural 

intentions (Rivas et al. 2009). Bishop and Barber (2015) propose that the TPB model could be 

strengthened by the inclusion of purchase of organic products as a normative belief. Normative beliefs 

have been shown to predict the purchase of organic food (Dean et al. 2008). Bougherara and Combris 

(2009) found that altruism, as opposed to selfishness, was the motivating factor for consumers who 

purchased certified ethical food products. Still, it is important to note that considerable research indicates 

that people engage in environmentally conscious behaviours for a variety of reasons. These reasons are 

differentially related to various psychological consequences (Deci, Ryan 1985; Pelletier et al. 1998). 

This research will consider how consumers react to EP choices across multiple food categories. It will 

then consider the effect of organic EP choices across the same food categories. The hypothesis is that the 

presence of organic products will enhance the utility of the EP choices making them more desirable than 

their non-organic counterparts. 

Literature Review 

Philanthropy and Cause Marketing 

There are a variety of ways that businesses and charitable organisations work together. Two broad 

categories include philanthropy and cause marketing. The concepts are very different yet both inform the 

changing relationships between businesses and charitable organisations.  Philanthropy is generally 

considered to be a concerted effort to enhance human welfare.  Traditionally, philanthropy has involved a 

business donating money to a desired charitable organisation. Cause marketing is a promotional strategy 

designed to connect a marketing campaign to a charitable organisation. In contrast to philanthropy, cause 

marketing is generally accounted for as a business expense and is typically evaluated against anticipated 

financial returns. 

American Express created the term ‘cause-related marketing’ in a 1983 campaign that provided one cent 

every time someone used their card and $1 for each new card application to a fund supporting renovation 

of the Statue of Liberty. The campaign raised $1.7 million for the renovation and American Express 

experienced a 45% increase in the number of card holders and a 28% increase in card use (Jones 2009). 

File and Prince (1998) created a summary of the contemporary literature about the benefits of cause-

related marketing, each of which can create value for a business: 

 Breaking through advertising clutter 

 Ability to influence consumers who support the cause 

 Widen the customer base 

 Enhanced corporate image 

 Positive publicity 

 Enhanced trade and salesforce relations 

 

Further, Dean (2003/2004) has demonstrated that consumers are generally not sceptical of cause 

marketing relationships and that the average organisation that is involved in cause marketing does not risk 

any loss of consumer goodwill by engaging in cause marketing. 

There are a variety of cause marketing and philanthropic models in use today. Some businesses contribute 

a percent of a particular financial measure.  Newman’s Own donates 100% of post-tax profits and 

royalties to charities worldwide. Patagonia donates 1% of its sales to organisations that are active in 
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environmental protection and restoration. Amazon donates 0.5% of the price of eligible AmazonSmile 

purchases to the charitable organisation of a customer’s choice. 

Increasingly, businesses are giving both money and products or services or just products or services as in-

kind contributions. Amato and Amato (2007) consider that philanthropy and cause marketing activities 

may represent an evolution towards a wider base of community involvement beyond cash donations.  

Charities benefit from the necessary resources that can include money and knowledge (Hoeffler, Keller 

2002). Mattel donates 2% of its pretax profits to Mattel Children's Foundation and more than 400 non-

profit organisations throughout the world.  Some donations are in cash but most are in toys.  Other 

activities include Mattel employees going to schools to play with children and encouraging toy designers 

to teach art courses at children’s hospitals. Mattel considers this deploying both financial and creative 

capital. Home Depot donates materials and people to help Habitat for Humanity. 

Other models include Toms Shoes donating one pair of shoes for each pair that it sells. Cisco Systems 

created hi-technology schools in Mississippi and Louisiana following Hurricane Katrina. Ben & Jerry’s 

created PartnerShops that can be run by not-for-profits with no franchise fees and no monthly royalty 

payments. Hotels and airlines are typically allowing donations of loyalty points to charities. Another 

concept released by JustGive is a customised charity gift card, GiveNow, for use at any of its 1.5 million 

charity partners. 

The most common methodology for cause marketing is donation of a percentage of profits. This is used 

more than five times as often as percentage of transaction price (Pracejus et al. 2003/2004). However, 

percentage of profit contribution can lead to confusion amongst consumers through the difficulty in 

mentally calculating both profit and donation percentage as opposed to a simple price percentage (Olsen et 

al. 2003). 

The reasons for these models could be altruistic, good business practice or both. Hoeffler and Keller 

(2002) cite a 1999 Cone/Roper Cause-Related Trends Report that 80% of the US residents have a more 

positive image of companies that support causes that those individuals care about. Almost two-thirds 

claim they would switch brands to one affiliated with a supported cause. Approximately three-fourths 

support the idea of cause marketing as an acceptable practice. 

Individual Giving 

Exploring the relationship between charitable organisations and businesses considers only two of the four 

major players in the giving process. In considering only private giving, government roles are excluded and 

three players emerge. Barring pure business altruism, individual consumers play that third crucial role. 

The importance of consumers in the giving process becomes evident when you consider the 2008 

Corporate Contribution Report published by the Conference Board, which reveals that business-to-

consumer companies contribute 35% more than business-to-business companies as a percentage of 

consolidated pretax income. 

Whilst businesses and foundations contribute greatly to philanthropic organisations, a 2015 Giving USA 

Study indicates that private individuals contribute about 72% of the approximately $358 billion in private 

US giving. About 70% of American households reported donating each year, but it is not always the same 

households (Singletary 2008). The Center of Philanthropy at the Indiana University reported that up to 

one-third of the individuals whom they surveyed alternated between donating and not-donating. The 

inconsistency has much to do with tax laws as well as the historical link between increases in wealth and 

giving (Knight 2007). 

Just as altruism can motivate businesses so altruism can motivate individuals. The idea of taking pleasure 

in another’s pleasure and just doing the right thing can motivate individuals to make charitable 

contributions (Carson, Mitchell 1993). Altruism can also be considered the ‘functional equivalent of self-

gratification’ (Baumann et al. 1981). As a result, donating may create utility in the form of ‘increasing the 

supply of public good’ and through the very act of donating itself (Andreoni 1990). 
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One of the challenges claimed by many charities is the process of identifying and activating new donors.  

It may be as simple as asking. Nadeem (2009) cites research by the Independent Sector (1999) that claims 

‘because they were asked by someone’ as the primary reason for donating time or money to a charitable 

organisation. If the initial request is small in magnitude, there may be a basis for a long-term relationship. 

When presented with a minor request, a consumer generally finds it difficult to argue that they cannot 

comply. Fulfilling an initial request increases the likelihood that they will respond favourably to a larger 

subsequent request (Cialdini, Schroeder 1976). Applying self-perception theory, individuals who comply 

with an initial request develop the self-perception that may influence them to comply with future requests 

by inferring their own attitudes and beliefs from self-observation of their behaviour (Reinhen 1978). A 

customer lifetime value perspective may be most appropriate when considering new donors. 

Donations and the Shopping Process 

Charitable donations can flow directly from consumers to charities, and donations can flow directly from 

businesses to charities. The shopping process can lead to transactions that connect the three parties.  

Donation promises linked to product offers appear throughout the consumer market. As discussed in the 

section on cause marketing, some businesses choose to offer a percent of the currency amount of an 

individual transaction to be directed to a specific charity or charitable fund. 

The underlying reasons to use a donation-linked product offer have been considered in a variety of 

research projects. Babin et al. (1994) point out that shopping has both task-related and hedonic value.  

Both are ‘aspects of consumer attitudes’. The shopping process can often provide both functional and 

experiential utility (Babin et al. 1994). When considering experiential utility in the shopping process, it is 

necessary to assess the symbolic meaning of products. Holbrook and Hirschman (1982) claim that ‘all 

products – no matter how mundane – may have symbolic value’ and that, in some cases, symbolism is 

‘rich and salient’.  In addition to the product, the donation component of the transaction has symbolic 

value. The bundling of product and donation provide two separate positive outcomes resulting from a 

single transaction: The acquisition of the product and the positive feelings created from supporting a good 

cause (Strahilevitz, Myers 1998). 

Consumers purchase products for two primary reasons. Hedonic purchases are based on the gratifying 

experience of product usage, whilst utilitarian purchases are based primarily on the functional 

performance of the products (Batra, Ahtola 1990). Hedonic products are pleasure-related products such as 

chocolate truffles, cake or wine.  Utilitarian products are basic need items such as milk, eggs or paper 

towels. Strahilevitz and Myers (1998) considered the concept of complementarity, consumption of two 

items at one time, as a way to help select the most appropriate products to attach to charity donations. 

They believed that affect created from pleasure-oriented consumption was a better complement to charity 

donations than goal-oriented consumption related to the fulfilment of basic needs. Strahilivitz and Myers 

(1998) concluded that charity incentives were more effective with hedonic products than with utilitarian 

products. 

There are other variations of the donation-linked product offer that can be constructed. One possible 

variation is where a brand offers a very small percentage of its product price to charity as opposed to 

reducing price by an identically very small percentage. Strahilevitz (1999) concluded the potential for 

purchase intention of a ‘brand with a relatively small donation at a slightly higher price to be relatively 

high’. The characteristic of the product is claimed to be more important as the donation magnitude 

increases. 

Donation-linked product offers could provide utility through changing the context of the charitable 

donation from writing a check at home to combining the task with a product purchase. Mental accounting 

refers to a cognitive process in which individuals react differently to products based on product labels or 

grouping (Kivetz 1999). For example, spending money out of one account may be more desirable than 

from another account. A donation-linked product offer may also provide utility though simple 

convenience. Research published in 2007 by The Center on Philanthropy at the Indiana University 

identified no difference between the amount of online and on-ground charitable donations amounts and 
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found that 64% of respondents claimed that they gave online because it was simply a convenient way to 

give. 

Charitable donations embedded in purchase transactions can increase the overall transaction price so the 

charity can benefit without being subsidised by a decrease in business revenue. This enhanced offering 

resulting from a social cause being added to a product or service is known as an embedded premium (EP) 

(Arora, Henderson 2007). Consumers are willing to pay 6% more, on an average, when some or all of 

their payment goes to a charitable cause selected by a seller (Elfenbein, McManus 2010). This increase in 

donation behaviour could be due to higher levels of empathy when the donation is matched to a preferred 

cause (Mattila, Hanks 2012). Valente (2015) argues that ethical differentiation can be an effective strategy 

with EP as the premium is seen to be connected to the charity rather than the seller. 

The Organic Factor 

Individual concern for the environment should also be reflected in purchasing behaviour (Minton, Rose 

1997). An increased emphasis on environmentalism should indicate a greater propensity to purchase 

organic products. Organic products, food grown in a manufacturing system that is based on a balance 

between agricultural processes and the environment, represent the fastest growing food segment in the 

United States (OTA 2016). One of the most significant pressures against increased organic demand is the 

fact that organic food products average a price premium of 60% compared to similar products without 

organic certification (Baltussen et al. 2006). 

The Hartman Group released a 2008 study that claimed 69% of consumers purchased organic products at 

least occasionally and 28% of organic consumers, 19% of adults, are weekly organic users. Organic 

products can also be thought of as representing a ‘way of living’ (Essoussi, Zahaf 2008). Consumer value 

for organic products is primarily derived from a ‘health perspective’. Other reasons to buy include 

nutrition, safety, lack of chemicals and respect for the environment. Reasons to reject include cost, limited 

availability and lack of perceived value (Essoussi, Zahaf 2008). 

A 2006 Yankelovich study of corporate environmental initiatives that influence consumers’ purchase 

decisions found that ‘offer organically raised or grown food products’ was the top-rated response ahead of 

‘use environmentally friendly packaging’. Still, the power of the organic label tends to overpower other 

brands operating in the market space. Coca Cola with Odwalla, General Mills with Cascadian Farms, 

Heinz with Earth’s Best and Kellogg with Morningstar have had limited success establishing their organic 

brands. In a presentation to the Food Service Educator’s Network , 60% of organic food purchasers could 

not think of a specific organic brand name unaided (DiMatteo n.d.). Still, if organic refers to a way of life, 

then might that way of life enhance the utility of a donation-linked product offer? 

Those who hold more intense normative beliefs might possess greater intension to pay a premium for 

organic products (Bishop, Barber 2015). We refer to these individuals as green consumers. The green 

consumer’s purchase decisions are informed by a socially conscious, pro-environmental set of values 

(Moisander, Pesonen 2002). The green consumer considers whether the consumption of a product will 

generate a positive or negative ecological environmental consequence (Kim 2011; Jansson et al. 2010). As 

a result, altruistic motives are considered more important for green than non-green consumers. Research 

by Koppel and Schulze (2013) indicates that support for EP for Fair Trade coffee, most of which is also 

certified organic, over regular coffee is not related to the individual attributes of Fair Trade coffee but 

rather caused by the process of selling products at a premium that accrues to the charity. This would seem 

to indicate that organic products with EP would be preferred to non-organic products with EP through an 

appeal to altruistic motives. 

Methodology 

The sample was established as US consumers over the age of 18 years. Sample was drawn randomly from 

a managed Internet panel consisting of more than 10,000 double opt-in members. Panel members were 

incentivised with points to be redeemed for goods or services. The offer to participate was normative for 
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the length of the survey. The 635 respondents consisted of 77% female, 90% Caucasian, 68% married or 

living together, 62% employed full-time or self-employed, 37% with children aged 17 years or younger in 

household, 30% had college degrees including 16% with post graduate degrees and 76% were between the 

ages of 30 and 59 years. Income levels over $100,000 were claimed by 15% of respondents, whilst 13% 

had income under $25,000. Individuals claiming rarely or never to give to charities comprised 17% of the 

sample, whilst 40% of the sample believed organic products are higher quality than non-organic products 

and 49% seldom or never purchased organic products.  Respondents working for not-for-profits comprised 

8% of the sample. 

The survey was released to the entire panel and remained active for two weeks. A completed survey was 

defined as a minimum of all block choices made and the classification section completed. If there were 

missing elements of the warm-up section and the other sections were completed then that survey was 

considered a completed survey. Respondent cooperation rates were monitored and related to panel book 

statistics for gender, household income, age, education and ethnicity. There were no deviations from 

normative response patterns and no weighting protocols were used. 

Scales for the warm up section, consisting mainly of purchase funnel and category involvement questions, 

followed commercial brand tracking protocols for the food products market sector. Each survey element 

was pre-tested by a separate random sample of 30 managed panel members for comprehension and 

completion time. 

The research design was survey-based using 64 blocks where each respondent was randomly assigned to 

four blocks. Each block consisted of a single choice set. Choice blocks were embedded between charitable 

category warm up questions and classification questions. Eight food products were subjected to testing in 

both organic and non-organic forms. The products were selected based on their range in relative price 

points and their representation of both hedonic and utilitarian product categories. The products included: 

 One Gallon of Milk 

 One Dozen Eggs 

 Half-dozen Chocolate Truffles 

 One Pound of Medium Roast Decaffeinated Coffee 

 Five Ounce Chicken Breast 

 One Large Roll of Paper Towels 

 One Bottle of Chardonnay 

 Seven Inch Round Bakery Cake 

 

Each product was priced by taking the average of three different retail locations (with national presence) 

in Southeastern Michigan for both organic and non-organic products. 

The non-organic choices were presented to consumers in the following manner: 

Which of the following nationally known brands of milk with similar quality would you prefer? 

Brand X 

1 gallon of milk priced at $3.99 

Brand Y 

1 gallon of milk priced at $4.20 

5% of the price goes to ______________ [INSERT CHARITY NAME] 

 

The organic choices were presented to consumers in the following manner: 

Which of the following nationally known brands of organic milk with similar quality would you prefer? 
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Brand X 

1 gallon of organic milk priced at $6.99 

Brand Y 

1 gallon of organic milk priced at $7.36 

5% of the price goes to ______________ [INSERT CHARITY NAME] 

Each choice set was counterbalanced by another block and reconnected for final analysis after testing for 

stability of the block responses. The names of 10 leading charities were rotated into the survey as selected 

from most frequently reviewed charities at www.charitynavigator.com/. The 10 frequently reviewed 

charities at the time of the survey were: 

 American Red Cross 

 World Vision 

 American Cancer Society 

 AmeriCares 

 Food For The Poor 

 Volunteers of America 

 The Nature Conservancy 

 America’s Second Harvest 

 Feed the Children 

 CARE 

 

The charity names were cross-referenced with an aided awareness list developed for each respondent 

earlier in the survey. If the randomly assigned charity was listed in the aided awareness list, that charity 

was used. If there was no match, a new charity from the Charity Navigator list was randomly assigned 

until a match was found. In a very few instances where no charities were recognised and, therefore, no 

match could be found, respondents were assigned to the original randomly selected charity. The dollar 

price differential between Brand X and Brand Y was calculated to be equal to the percentage amount (5%) 

that was claimed to go to charity. Many elements of the design were adapted from the procedure used by 

Strahilevitz (1999) because of his significant contribution in this area. 

Results 

Interest in EP 

Across the eight products tested, an average of 54% of respondents selected the choice without EP, whilst 

an average of 46% of respondents selected the EP choice. Three products with EP were preferred over 

non-EP options: non-organic chicken 60.76%, non-organic eggs 56.79% and non-organic wine 51.9%. Of 

those preferring products with EP, only non-organic chicken preference was statistically different at 95% 

with p = 0.0298. The lowest preference for EP products over non-EP product options were non-organic 

milk 38.27%, organic chicken 38.46% and organic bakery cakes 39.74%. Those products were the only 

products recording statistically different results for non-EP choices over EP choices at 95% confidence 

level with p = 0.0141, p = 0.0212 and p = 0.0406, respectively. Non-EP option preference for non-organic 

coffee with p = 0.0526 and organic eggs with p = 0.0929 were statistically different at 90% confidence 

level. All other choice options were not statistically different. 

Interest in organic EP versus non-organic EP choices 

In general, organic products with increased price and embedded donation were selected less frequently 

than their non-organic alternatives.  Organic EP products were, on an average, chosen almost 5 percentage 

points less frequently (48.15% non-organic to 43.22% organic) than similar choices involving non-organic 

EP products.  The only statistically different results were found with non-organic EP eggs selected over 
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organic EP eggs at 90% confidence with p = 0.0602 and non-organic EP chicken selected over organic EP 

chicken at 99% confidence with p = 0.0054. 

One segment of respondents, accounting for 8% of the sample, overwhelmingly selected EP options for 

both organic and non-organic products but data cells were too small to analyse statistically at the product 

level. The 8% segment was typically younger and very affluent and universally selected the following 

option when asked about their behaviour regarding organic products ‘I purchase many different kinds of 

organic products and am willing to pay a premium for those products’. Other choices not selected by this 

group included ‘I purchase many different organic products but will not pay a premium for those 

products’, ‘I purchase some organic products in specific categories’, ‘I seldom purchase organic products’ 

and ‘I never purchase organic products’.  There were no counterbalancing issues for either organic or non-

organic products. 

Respondents were asked about their level of monetary and time donation to charitable organisations in the 

warm up section. The level of claimed contribution in either time or money to charitable organisations had 

no significant influence on the selection of one choice option or the other. 

Conclusions 

The survey results indicate that there is a non-trivial segment (average 46% across all products tested) of 

consumers who are interested in EP offerings. This research provides not-for-profits with an argument to 

approach for-profit businesses with mutually beneficial cause marketing proposals. This concept warrants 

continued consideration as a promotional strategy relative to traditional promotional strategies. Two 

products, non-organic chicken and non-organic eggs, demonstrated the highest EP appeal levels and 

indicate a potential difference between utilitarian and hedonic products in EP consideration. Concept 

appeal did not differ significantly amongst individuals with various levels of claimed charitable behaviour. 

One segment of respondents was highly interested in EP but that segment was relatively small. 

The organic effect ran counter to the hypothesised outcome by actually reducing interest in organic EP 

choices relative to non-organic EP choices. It appears that the EP choices with organic products were too 

much to ask from some consumers. Quite possibly, organic consumers view their organic purchases as a 

de facto charitable contribution. 

This research is intended to explore the theoretical basis for EP and the impact of organic versus non-

organic product association.  As actual product brands were not used and choice blocks did not contain the 

no choice option, there was not a realistic consumer experience. In addition, future research should 

combine survey data with behavioural data. Regardless of the insights generated from this research, many 

questions regarding EP and organic versus non-organic product impact on EP will remain, including: 

 What is the concept appeal across a wider range of products and services? 

 What about the impact of lesser known charitable organisations as the beneficiary? 

 What is the impact on concept appeal with different embedded donation magnitudes? 

 How does this pricing model impact sales volume over time? 

 How is the concept impacted by hedonic and utilitarian product choices? 

 Are overall charitable donations increased or are they redirected through the shopping process? 

 

Future research should explore the impact that EP would have on transferring donation recipient and 

donation amount decisions from joint decisions in married or partnership situations to, generally, one 

individual in a shopping situation.  By removing the bargaining effect, which is estimated to reduce 

charitable giving by 6%, it would be interesting to see if overall giving increased (Andreoni et al. 2003). 

Finally, additional research should be directed at the small segment of consumers who expressed strong 

support for EP across both organic and non-organic product choices. That segment might provide unique 

and valuable insights. 
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Abstract. Teacher is a key figure in the implementation of reforms in higher education. Pedagogical research of the 

professional identity (PI) of teacher, her/his priority values, self-evaluation of performances and professional 

knowledge and the way how she/he conceptualises the profession at an individual level can lead to the most 

appropriate strategies to manage the educational reforms successfully. This article presents some results of the 

Latvian–Russian project ‘Professional Identity of Contemporary Pedagogue’ implemented in 2014–2016 by 

researchers of Riga (Latvia) and Smolensk (Russia). In the realisation of project, a hypothetical model of the content 

of Higher Education Institution (HEI) teacher’s PI was created, and HEI teachers’ survey was carried out. In total, 

198 teachers were surveyed in Riga and Smolensk. The aim of this article is to examine the relevance of the 

proposed model and analyse the indicators of the first two components of the model: Philosophy of the Profession 

and Professional Knowledge. The results show that, on the whole, the answers of the Russian and Latvian teachers in 

the questionnaire are fairly well agreed; however, some differences and peculiarities in the data of Riga and 

Smolensk were observed. The relevance of the proposed model has been confirmed, and some problems of PI of HEI 

teachers have been identified. To improve the educational process, executives of the reform and teachers should pay 

due attention to these problems. 

 

Keywords: professional identity (PI); teacher of Higher Education Institution (HEI); philosophy of the profession; 

professional knowledge. 

JEL Classification:I23 

Introduction 

The reform of education in Latvia and Russia started long ago, so all the participants of this process, 

theorists and practitioners, executives of the reform as well as pedagogues feel the need to sum up some of 

its results. Teacher is a key figure in the implementation of reforms in higher education. Pedagogical 

research of the professional identity (PI) of teacher, her/his priority values, self-evaluation of 

performances and professional knowledge and the way how she/he conceptualises the profession at an 

individual level can lead to the most appropriate strategies to manage the educational reforms successfully 

(Radulescu 2013). 

The study of the teachers’ PI was the theme of the Latvian–Russian project ‘Professional Identity of 

Contemporary Pedagogue’ implemented in 2014–2016 by researchers of the Riga Teacher Training and 

Educational Management Academy (Latvia) and the Smolensk State University (Russia), including the 

authors of this paper. One of the two main directions of the project was PI of Higher Education Institution 

(HEI) teachers. In the realisation of project, hypothetical model of the content of HEI teacher’s PI was 

created. The model includes six major structural components of the contents of PI: Philosophy of the 

Profession, Professional Knowledge, Professional Roles, Professional Attitude to Work, Cooperation with 

Colleagues and Professional Engagement Behaviours (Шпона et al. 2015). According to the model, the 

questionnaire ‘HEI teachers’ professional identity’ was elaborated and HEI teachers’ survey was carried 

out; 118 teachers of Riga and 80 representatives of Smolensk participated in the anonymous testing. The 

article presents some results of this empirical study. The aim of the article is to examine the relevance of 
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proposed model of contents of HEI teachers’ PI and analyse the indicators of the first two components of 

the model (Philosophy of the Profession and Professional Knowledge) in the samples of Riga and 

Smolensk. 

The results show that, on the whole, the answers of the Russian and Latvian teachers in the questionnaire 

are fairly well agreed, despite the fact that in the past 25 years, the two public educational systems have 

been developed independently. However, some differences and peculiarities in the data of Riga and 

Smolensk were observed. In the process of the research, the relevance of the proposed model of the 

content of HEI teachers’ PI has been confirmed, and some problems of the PI of the contemporary HEI 

teacher have been identified. To improve the educational process, executives of the reform and teachers 

should pay due attention to them. 

Literature Review 

In overviews as well as in analytical papers, the assertion that subjective factors play an important role in 

reforming the educational process occurs more and more often. One of these factors is personality of 

school or higher school teacher (European Commission 2015, Вербицкий 2014, Olsen, Buchanan 2017). 

The PI of teacher is a complex dynamic unity developing in the interaction of personal and public 

perceptions of what it means to be a teacher, subjective and social expectations from this profession 

(Goodson, Cole 1994). Schneider defines identity as ‘an active process that reflects individual’s ideas 

about himself and his own development. This process is accompanied by a the sense of his own 

continuity, coherence, qualitative certainty that enables individual to perceive his life as an experience of 

the continuous unity of consciousness, the integrity of life goals and everyday behaviors, actions and their 

meanings, which makes it possible to act consistently’ (Шнейдер 2001, 16). 

Research of HEI teachers’ PI requires structuring the content of this phenomenon. To create the 

hypothetical model of the content of HEI teacher's PI, the corresponding scientific literature was analysed 

and generalised. The model was based on the works by Emerson (2010), Beijaard et al. (2004), Healey 

and Hays (2011) and  Woo (2013). For the empirical research, the questionnaire ‘HEI teachers’ 

professional identity’ was developed using the Professional Identity Scale in Counselling by Woo for the 

profession of psychologist-counsellor (Woo 2013). Woo’s technique was modified to investigate the 

contents of HEI teachers’ PI. 

Methodology 

The survey of university teachers carried out using the questionnaire ‘HEI teachers’ professional identity’ 

was elaborated by Shpona, Vidnere and Jermolajeva (Сенченков, Шпона 2016, 191). The questionnaire 

contains six blocks, according to the major components of the model: Philosophy of the Profession, 

Professional Knowledge, Professional Roles, Professional Attitude to Work, Cooperation with Colleagues 

and Professional Engagement Behaviours. Every block consists of 10 statements; each of them can be 

evaluated by the appropriate rating from the strong disagreement (1 point) to the complete agreement (6 

points). In total, there are 60 items. 

About 118 teachers of Riga Teacher Training and Education Management Academy, Latvian Academy of 

Sport Education, Latvian Academy of Music and Riga Technical University participated in Riga; 80 

representatives of Smolensk State University, Smolensk State Medical University, Smolensk State 

Agricultural Academy and Smolensk Academy of Physical Culture, Sports and Tourism were surveyed in 

Smolensk. On the whole, 198 lecturers of Latvian and Russian universities participated in the research. 

By Cronbach's alpha method, the indicator of reliability of the questionnaire is 0.84, which implies that 

the questionnaire can be recognised as reliable. The distribution of the participants from Riga and 

Smolensk samples by gender, age, work experience and the presence/absence of scientific degree are 

shown in Table 1. 
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Table 1. Characteristics of Riga and Smolensk samples 

 

F/M (%) 

Age Work experience Sc. degree 

Mean Up to 

35 (%) 

36–

55 

(%) 

56 

and 

above 

(%) 

Mean Up to 

5 (%) 

6–15 

(%) 

16 

and 

above 

(%) 

Dr. or 

candidate 

/ Mg. (%) 

Riga 76.3/23.7 52.8 8.5 49.2 42.4 20.0 7.6 28.0 64.4 57.6 /42.4 

Smolensk 76.4/23.6 42.3 26.3 57.5 16.3 14.8 20.0 47.5 32.5 80.0 / 20.0 

 

In all the components of PI mean rates, dispersion, standard deviation, statistical mode and coefficient of 

variation (CoV) were calculated for both samples of respondents (CoV up to 33% is considered to be 

reliable and accurate to draw conclusions) (Елисеева 2012, 70). Using the coefficient of Mann–Whitney, 

statistically significant differences were identified. Within each block of statements and between the 

blocks, Spearman's rank correlation coefficients were defined by means of Statistica software. The cases 

of significant correlation have been analysed. 

Results 

The general data obtained for the components ‘Philosophy of the Profession’ and ‘Professional 

Knowledge’ are presented in Table 2. The numbers are separated by a slash: the first one is an indicator 

for Riga; the second one in italics refers to the Smolensk teachers.  

 

Table 2. General statistical indicators for the PI components ‘Philosophy of the Profession’ and ‘Professional 

Knowledge’ (Riga /Smolensk) 

Structural components 
Mean 

value 
Dispersion 

Standard 

deviation 

Coefficient of 

variation (%) 
Mode 

1. Philosophy of the Profession 5.19 / 5.12 0.97 / 0.99 0.99 / 1.00 19.02 / 19.46 6 / 6 

2. Professional Knowledge 4.82 / 4.71 1.15 / 1.49 1.07 / 1.22 22.20 / 25.91 5 / 5 

 

On the whole, the answers of the Russian and Latvian teachers are fairly well agreed. According to the 

Mann–Whitney coefficient, the differences between the two samples of respondents are not statistically 

significant either for the PI taken, as a whole, or for each component separately (Table 3). The similarity 

of the results confirms the relevance of the proposed model and indicates that it reflects the essential 

constant characteristics of the studied professional identity. However, there are some peculiarities in the 

data of the Riga and Smolensk samples. 

 

Table 3. Statistical differences between the variables in Riga and Smolensk samples 

Mann–Whitney U-test for variable PI (Smolensk). The criteria shown are significant for p <0.05000 

 
Rank 

Sum 1 

Rank 

Sum 2 
U Z 

p-

level 
Z 

p-

level 

Valid 

N 1 
Valid N 2 

PI (Riga)   0.00 0.00 1.00 0.00 1.00 0 0 

Mann–Whitney U-test for variable ‘Philosophy of the Profession’ (Smolensk). The criteria shown are 

significant for p <0.05000 

 
Rank 

Sum 1 

Rank 

Sum 2 
U Z 

p-

level 
Z 

p-

level 

Valid 

N 1 

Valid 

N 2 

2*1 

sided 

exact p 

Philosophy of 

the Profession 

(Riga) 

66.00 25.00 11.00 −0.68 0.50 −0.68 0.50 10 3 0.57 
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Mann–Whitney U-test for variable ‘Professional Knowledge’ (Smolensk). The criteria shown are significant 

for p <0.05000 

Professional 

Knowledge 

(Riga) 

Rank 

Sum 1 

Rank 

Sum 2  
U Z 

p-

level 
Z 

p-

level 

Valid 

N 1 

Valid 

N 2 

2*1 

sided 

exact p 

 8.50 19.50 4.50 0.19 0.85 0.19 0.85 2 5 0.86 

 

The component ‘Philosophy of the Profession’ of teachers’ PI concerns basic professional values and 

patterns: the belief in the necessity and importance of the work, the goals of professional work and 

professional ethics. To study this component of PI, the researchers offered to respondents the following 

statements for evaluation: 

F1. Teacher should promote a holistic physical, mental and social development of student’s 

personality. 

F2. One of the teacher's professional values is student’s intellectual growth in the learning process. 

F3. Curriculum is a means for the development of student's personality. 

F4. In the pedagogical process, it is important to recognize the student’s personal achievements. 

F5. Effective teaching process is based on equitable cooperation between teacher and students. 

F6. Research work is an important component of the profession of university teacher. 

F7. It is important for me to communicate with young people, help them, and give advice. 

F8. If you look at things realistically, the teacher has few opportunities to influence the student 

(reverse code). 

F9. Teacher profession gives opportunities for self-assertion. 

F10. I believe that in my profession it is important to follow certain ethical standards. 

The data obtained in the survey for each of the statements of this component are presented in Fig. 1 and 

Table 4. 

 

Table 4. Data for the items of the PI component ‘Philosophy of the Profession’ 

 F1 F2 F3 F4 F5 F6 F7 F8 F9 F10 

R
ig

a
 

Mean rate 5,37 5,43 5,15 5,48 5,40 5,36 4,97 4,45 4,50 5,74 

Mode 6 6 6 6 6 6 6 5 5 6 

Coefficient of 

variation (%) 
17,00 14,34 17,88 13,43 16,80 14,55 22,06 20,27 28,28 8,95 

S
m

o
le

n
sk

 

Mean rate 5,29 5,46 5,18 5,45 5,24 4,95 5,01 4,14 4,80 5,70 

Mode 6 6 6 6 6 6 5 5 5 6 

Coefficient of 

variation (%) 
17,60 15,40 17,60 13,35 15,26 22,25 20,20 23,31 21,58 12,29 

 

The items of the block ‘Philosophy of the Profession’ received the most consistent and highest rates, 

compared with items of other components of PI. Teachers believe in the high mission of their profession. 

The maximum approval is observed in relation to the requirement of strong ethical standards (see item 

F10 in Fig. 1). The necessity to carry out scientific research is recognised as well. However, there is much 

less consensus and acceptance regarding possibilities for self-assertion (item F9) and real influence on 

students (F8). Doubts about the latter are more clearly expressed in Smolensk (Fig 1). Probably, this is 

related to the imbalance and inconsistency in assessing the statement F7 by the teachers of both samples 

(‘It is important for me to communicate with young people, help them, and give advice’).  The Smolensk 
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teachers have higher average score, whereas in Riga, mode is higher. It should be noted that in both 

samples, the teachers’ answers to items F7, F8 and F9 are far more inconsistent than their assessments 

given to other statements of this block, although the data remain within the limits of statistical reliability 

(in the Smolensk sample, the item F6 belongs also to the group of items with less consistent answers). 

Thus a discernible contradiction is revealed in PI of a contemporary teacher: recognising her/his mission 

in the development of student’s personality and intellect, she/he is aware that the available tools and 

technologies are not sufficient to carry out this task. Current communication, advice and help seem to be 

insufficient for the development of student’s personality; the subject–object educational process has been 

exhausted at this stage of the advancement of higher education. Teacher is aware of the need for a new 

type of communication and professional interaction, but she/he does not possess necessary tools; the 

organisation of the educational process cannot provide adequate and effective technologies for the tasks to 

be solved. 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Mean rates of the statements of the component ‘Philosophy of the profession’ 

 

Using the Spearman’s rank correlation coefficients, the interdependences of statements of the analysed PI 

component were found (correlations of more than 0.3 are statistically significant, whereas correlations of 

more than 0.5 and up to 0.7 are moderately strong). Smolensk teachers associate the development of the 

personality of student mostly with her/his intellectual growth and consider it as their mission (correlation 

of items F2 and F3 is 0.51). They think that for student’s harmonious development, it is necessary to 

recognise her/his personal achievements. At the same time, they emphasise the complexity of the ethical 

side of the teacher work: correlation of items F1 and F4 is 0.51 and F4 and F10 is 0.60. The teachers think 

that assessing student’s achievements in the context of group learning can be ethically conflicting. For 

Riga teachers, the main means of developing the student’s personality is equitable cooperation between 

her/him and teacher (correlation of F5 and F3 is 0.69), whilst research plays an important role in this 

cooperation (correlation of F5 and F6 is 0.51). It is in this sense that the mission of the 

teacher/counsellor/assistant is important (correlation of F6 and F7 is 0.54). 

The correlation analysis of statements from different blocks of the questionnaire indicates a weak 

connection between the Philosophy of the Profession and other components of PI in the Smolensk sample 

(only two moderately strong correlations) and more significant interdependences in Riga (six 

correlations). In Smolensk, F10 (‘I believe that in my profession, it is important to follow certain ethical 

standards’, the highest average score in the block) is the only statement that has the moderately strong 

correlation of 0.56 with the statement ‘I have the necessary diplomas and certificates that give me the right 

to fulfil my professional role(-s)’ (component ‘Professional Roles’) and 0.54 with ‘I feel comfortable 

when working with people’ (component ‘Professional Attitude to Work’). Thus for the Smolensk teachers, 

the highly valued teaching mission remains, unfortunately, rather declarative, with little connection with 
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professional activities. Only the ethical aspect of Philosophy of the Profession relates to the professional 

roles performed by teachers (but only at the level confirmed by diplomas, not at the level of personal 

attitude) and the system of interpersonal relations. 

In Riga sample, Philosophy of the Profession is closely connected with the components Professional 

Roles, Professional Attitude to Work and Professional Engagement Behaviours (Table 5). 

 

Table 5. Spearman's rank correlations of Philosophy of the Profession with the other PI components (Riga sample) 

Statements from the block 

‘Philosophy of the 

Profession’ 

Correlating statements in the other PI components 
Correlation 

coefficient 

‘Effective teaching process 

is based on equitable 

cooperation between teacher 

and students’ 

‘I am convinced that my work at the university has a positive 

impact on society’ (Professional Roles) 

0.53 

 

 

‘I realise the need to improve the performance of my professional 

role(-s)’ (Professional Roles) 
0.51 

‘The teaching profession is unique and valuable for the 

development of society’ (Professional Engagement Behaviours) 
0.51 

‘In the pedagogical process, 

it is important to recognise 

the student’s personal 

achievements’ 

‘I love my profession and would recommend it to young people’ 

(Professional Attitude to Work) 
0.62 

‘The teaching profession is unique and valuable for the 

development of society’ (Professional Engagement Behaviours) 
0.53 

‘Teacher profession gives 

opportunities for self-

assertion’ 

‘The teaching profession is unique and valuable for the 

development of society’ (Professional Engagement Behaviours) 
0.50 

 

From the point of view of the HEI teachers from Riga, pedagogues have a high mission in society, which 

they implement through cooperation with students, recognition of their achievements and self-realisation 

in professional activity. It appears that the Latvian pedagogical community shows higher respect to 

pedagogy of cooperation than their Russian colleagues. 

Professional Knowledge (not only in the subject of study but in pedagogy, psychology, physiology and 

research as well) and Skills (as the ability to apply this knowledge) are an integral part of PI. For this 

component, the survey participants were offered the following statements for evaluation: 

Z1. I know modern methods of teaching my subject. 

Z2. I have the necessary knowledge and skills to develop a study course.  

Z3. I have the necessary knowledge and skills for research work. 

Z4. I can supervise the student’s research work.  

Z5. I am familiar with modern systems of evaluation and self-evaluation of student's academic 

performance.  

Z6. I am included in the system of developing the academic and scientific qualifications of teachers. 

Z7. I monitor professional literature. 

Z8. I know and use foreign languages in my work. 

Z9. I am aware of the most important problems of contemporary higher school. 

Z10. I am familiar with the Law on education, state educational standards and regulations. 

The data obtained in the survey for each of the statements in this component are presented in Fig. 2 and 

Table 6. 
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Table 6. Data for the items of the PI component ‘Professional Knowledge’ 

 Z1 Z2 Z3 Z4 Z5 Z6 Z7 Z8 Z9 Z10 
R

ig
a

 

Mean rate 4,85 5,06 5,02 4,99 4,48 4,50 5,28 4,69 4,63 4,72 

Mode 5 5 5 5 5 5 5 5 5 5 

Coefficient of 

variation (%) 
16,76 15,57 18,24 19,69 26,04 30,16 14,83 24,20 23,77 26,11 

S
m

o
le

n
sk

 

Mean rate 4,88 5,21 4,95 5,13 4,68 4,59 5,11 3,40 4,46 4,66 

Mode 5 5 5  6 5 6 6 6 5 5 

Coefficient of 

variation (%) 
15,78 13,89 16,98 20,45 21,19 31,73 18,93 52,24 22,25 25,75 

 

In general, the situation for this component of the PI is not bad. The HEI teachers of both samples are 

included in the system of professional development, and they are aware of the regulatory documents 

governing education in their countries and monitor professional literature. 

The most significant difference in the responses of the two samples was observed in the use of foreign 

languages (item Z8 in Fig. 2). Though the mode in Smolensk is the maximum (6), the differences in the 

responses are significant to an extent that they are brought out of the confidence zone (the CoV is 

52.24%). The large dispersion of answers shows a problem for the Russian colleagues: very few teachers 

speak foreign languages well enough or have experience in using them in their work (or the need to use 

them). This undeniably limits their opportunities in professional activities. 

 

Fig. 2. Mean rates of the statements of the component ‘Professional Knowledge’ 

 

By the number of rank correlations within the block, the key item for Smolensk teachers is the second 

statement: ‘I have the necessary knowledge and skills to develop a study course’. It has moderately strong 

correlations with the knowledge of new methods of teaching (item Z1, correlation of 0.55) and the skills 

of the own research and organising research work with students (items Z3 and Z4 with correlations of 0.60 

and 0.64, respectively). It is noteworthy that the correlation connects statements Z1 and Z5 (0.57) and Z5 

and Z10 (0.52): for Smolensk teachers, knowledge of the systems of evaluation and self-evaluation of 

student’s academic performance indicates the use of modern methods of teaching and meets the 

requirements of the ‘Law on Education of the Russian Federation’. Consequently, for them, the 

knowledge of new methods of teaching and evaluating of student’s academic performance, as well as the 
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skills of research and organising research work, are the priority professional knowledge and skills. 

For the Riga sample, the key item of the block (with maximum number of internal correlations) is the 

ninth statement: ‘I am aware of the most important problems of contemporary higher school’, which is 

related to the items Z1 (I know modern methods of teaching my subject’, with correlation of 0.50), Z8 (‘I 

know and use foreign languages in my work’, with correlation of 0.52), and Z10 (‘I am familiar with the 

Law on education, state educational standards and regulations’, with correlation of 0.50). As for their 

colleagues in Smolensk, the priority professional knowledge and skills for Riga teachers are in accordance 

with the Law and normative acts; however, Latvian regulations orient teachers towards foreign experience 

to a greater extent than in Russia (as knowledge and use of foreign languages by the Riga teachers 

indicates). The other three correlations, which connect pairs of items Z1 and Z5; Z2 and Z3; and Z3 and 

Z4 (0.52, 0.54 and 0.77, respectively), correspond to those in Smolensk. Attention is drawn to the strong 

correlation of Z3 and Z4 in the Riga sample (0.77). According to the teachers’ responses, only a lecturer 

who is engaged in the own research pays much attention to the organisation of research with students. It 

points to the importance of teacher’s research in the pedagogical process and the necessity to increase 

demands for personal scientific activity of teachers in Riga. 

There is only one correlation between the items of the block ‘Professional Knowledge’ and items from the 

other components of PI in Riga sample. There is a strong correlation (0.79) between Z8 (‘I know and use 

foreign languages in my work’) and the statement ‘I can communicate with international colleagues in a 

foreign language(s)’ (the component ‘Cooperation with Colleagues’), which seems quite natural. 

Except from the above correlation, in the Smolensk sample, there is a moderately strong correlation (0.50) 

between Z6 (‘I am included in the system of developing the academic and scientific qualifications of 

teachers’) and the statement ‘I think I am able to make students interested in my subject’ (component 

‘Professional Attitude to Work’). This proves the importance of the system of development of professional 

qualification for enhancing the teaching skills; teachers are well aware of its benefits. 

Conclusions 

The hypothetical model of the content of HEI teacher’s PI was confirmed: 

 According to the Mann–Whitney coefficient, the differences between the two samples of 

respondents are not statistically significant; this confirms the relevance of the proposed model of 

teachers’ PI. 

 Using the Spearman rank correlation analysis, numerous correlations between the Philosophy of 

the Profession and other proposed components of the teacher's PI (Professional Knowledge, 

Professional Attitude to Work and Cooperation with Colleagues) have been revealed. This 

indicates the validity of the chosen method of the research of teachers’ PI. 

In the process of the research, some problems of the contemporary teacher’s PI have been identified: 

 Recognising mission of lecturer in the development of student’s personality and intellect, the 

university teachers are aware that the available tools and technologies are not sufficient to carry 

out this task effectively. 

 Latvian teachers consider the pedagogy of cooperation as an important tool for the development 

of student’s personality; here the joint research work plays an essential role. However, according 

to the data received, only teachers who are actively engaged in the own scientific activities are 

able to use this technology effectively. 

 Recognising the system of adequate evaluation and self-evaluation of student’s academic 

performance as an important tool for the development of student’s personality, Russian teachers 

feel the danger of the possible conflict of individual assessing with the ethical norms of social 

realisation of the pedagogical process. 
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 For the Riga sample, the basic professional values and patterns formulated in the items F1–F10 of 

the block ‘Philosophy of the Profession’ (cooperation with students, awareness of the public 

significance of the profession, etc.) are effective tools in teachers’ professional activities. The 

Smolensk teachers also highly evaluate the teaching mission; unfortunately, their evaluation is 

rather declarative, having little connection with their work. 

 Insufficient knowledge of foreign languages limits the professional growth of teachers from the 

Smolensk universities. 

 The teaching community of Riga is more focused on the use of foreign experience; the system of 

professional qualification based on the national pedagogical innovations is not considered by 

respondents as significant contribution to advancing their teaching skills. 
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Abstract. Banking sector has developed and extended the usage of online services in the past decade. In fact, nowadays, 

Internet-based banking services dominate over other historically provided alternatives. This article discusses private 

clients’ trust in Internet banking in Latvia. The model of trust in Internet banking was developed based on four factors, 

distinguished in the scientific literature. They are provided information, bank’s characteristics, e-banking system and 

website of a bank. Hence, the goal of the research is to measure the impact of distinguished factors on trust in Internet 

banking. In order to determine how these attributes affect private customers’ trust, correlation and regression analysis were 

applied. The results showed that the most vital factor affecting private clients’ trust in Internet banking is e-banking system. 

What is more, it was found that provided information is a statistically insignificant factor and, hence, it was removed from 

the model. Respondents, being private customers, limit the breadth of study, thus the results do not reflect companies’ 

trust in Internet banking. 

 

Keywords: trust; Internet banking; Latvia. 
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Introduction 

Scientists dealing with commercial banking sectors agree that trust is one of the decisive factors leading to 

successful banking activities. Trust provides collaboration between commercial bank and its clients. This 

allows the bank to maintain/gain a competitive advantage in the market. With increasing diversity of 

services provided by commercial banking, trust becomes a factor driving customer to decide whether to 

accept or to dismiss innovations. Because of that, it is necessary to develop/increase trust in commercial 

banks. 

The development of e-commerce and electronic financial transactions led to the situation when the 

majority of companies offer intangible products.  Therefore, trust in banks has become an integral part of 

virtual business, because none of the virtual transaction can take place without a commercial bank. Users 

choose a virtual service as well as select a bank through which the payment will be made. The choice of 

commercial bank is intertwined with trust. For this reason, whilst analysing trust in commercial banks, it is 

necessary to pay attention to Internet banking, as it is one of the most developing services of banks and it 

is becoming more popular amongst users. In fact, Internet banking is important for reaching an overall 

success of commercial banking activities, as many commercial banks’ services are provided online. 

Internet banking is one of the most popular banking forms in Latvia, as it helps to reduce costs and 

develop completely different services for clients. Hence, it is important to encourage customers to use 

Internet banking in order to provide them with the most efficient services the bank could offer. However, 

not every user trusts Internet banking, which could lead to the refusal to use Internet banking. That is why 

it is important to analyse the factors influencing customers’ trust in Internet banking. Actually, many 

researches regarding interface between trust in Internet banking and customers’ intention to use it were 

conducted during the past decade. In fact, many scientists claim that trust has a positive direct impact on 

clients’ intention to use Internet banking (Aldás-Manzano, Lassala-Navarré, Ruiz-Mafé & Sanz-Blas, 

2009; Bashir & Madhavaiah, 2014; Brar, Sharma & Khurmi, 2013; Casaló, Flavián & Guinalíu, 2008; 

Chong, Ooi, Lin & Tan, 2010; Ong & Lin, 2015; Özkan, Bindusara & Hackney, 2010; Suvanto, 2012; 

Thakur, 2014; Yiga & Cha, 2014). What is more, Özkan et al. (2010) state that trust is the factor that 
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affects customers’ further intention to use Internet banking. As trust is considered to be a crucial factor 

having impact on success of Internet services, it is necessary to determine what leads to higher trust level. 

Consequently, the aim of the research is to create a model of private customers’ trust in Internet banking. 

The objectives of the study are (1) to distinguish the factors that influence customers’ trust and (2) to test 

the developed theoretical model of trust formation in Latvia. The current article contributes to the scope of 

knowledge regarding factors having impact on trust in Internet banking, and the research results provide 

the basis for the future studies in the related field. 

Literature Review 

There are scientists considering satisfaction an important factor that influences trust in Internet banking 

(Kassim & Abdullah, 2010; Loureiro, Francisco & Breazeale, 2014; Shao Yeh & Li, 2009; Yap, Wong, 

Loh & Bak, 2010a). According to the research conducted by Butt and Aftab (2013), satisfaction is the 

factor that helps to enhance customers’ trust in virtual space. In fact, satisfaction and trust are directly 

proportional variables, suggesting that if the customer is satisfied with the online services provided by 

bank, he or she will probably use it again. Using always the same services means that the user feels safe, 

that is,  he or she trusts the service provider. Yap, Wong, Loh and Bak (2010b) state that perceived 

usefulness of Internet banking is the factor affecting the level of customers’ trust. 

Yap et al. (2010) claim that perceived usefulness of Internet banking positively effects the level of 

customers’ trust. Akhlaq and Ahmed (2013), whilst studying Internet banking, stated that motivation 

positively influences trust. Zhu and Chen (2012) determined fairness as a factor that has a positive impact 

on consumers’ trust. Yap et al. (2010) state that trust in e-banking is influenced by perceived security and 

privacy of bank’s website, perceived usefulness of Internet banking and website’s ease of use. Liébana-

Cabanillas, Muñoz-Leiva and Rejón-Guardia (2013) mention ease of use and accessibility of e-banking 

website as factors that develop trust in Internet banking. Yu, Balaji and Khong (2015) distinguish the 

following factors influencing trust-building process: goodwill, employees’ competence, integrity (the 

service provider's interest in the client's welfare) and shared values. Zhao, Koenig-Lewis, Hanmer-Lloyd 

and Ward (2010) state that there is a substantial relationship between trust and perceived risk, considering 

that trust and perceived risk are the elements explaining clients’ intention to use e-banking services. 

Susanto, Lee, Zo and Ciganek (2013) mention the following factors that influence trust formation in 

Internet banking: perceived benefits, perceived security, perceived privacy, bank’s reputation and ease of 

use of a website. Lee and Moghavvemi (2015) found that there is a positive relationship between clients’ 

trust and the bank’s image, that is, image influences the level of trust. In order to easily understand the 

factors of trust in Internet banking formation, all the factors were merged into four groups: 

Information:  

 transparency 

 quality 

 reliability 

E-banking system: 

 perceived usefulness,  

 satisfaction with the services 

 internal clients’ motivation to use e-banking system 

 fairness 

Bank’s website: 

 security  

 privacy  

 ease of use 
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Service provider / the bank: 

 Reputation 

 image  

 goodwill  

 competence of employees  

 integrity 

 shared values 

To sum up, four factors from the scientific literature are analysed and passed on to the Latvian 

respondents for evaluation. 

Methodology 

One of the main methods used in social studies is questionnaire. Questionnaire is a set of formalised 

questions used in obtaining information from respondents (Dikčius, 2011). After respondents complete the 

survey, their answers are summarised and conclusions that reflect the opinion of whole population are 

drawn. What is more, there are many questionnaire forms, for instance, in-depth interview, which could be 

conducted in person, by phone, by e-mail and so on. However, online survey is the most popular form of 

interview, as it could help to connect with the right number of respondents easier.  

In order to get the answers that most accurately reflect the situation, the questions ought to be properly 

formulated. Moreover, questions should be formulated in such a way that respondent understands them 

correctly, because only then the analysis of the views of the respondents could be reliable. 

For the purpose of getting the reliable research results, the right method of assessment should be chosen 

for respondents’ views. There are many scientists who use the Stapel scale method (Ahmed et al. & 

Hasan, 2014; Sreejesh et al., 2014), semantic differential scale method (Ciabuca, 2015; Kahveci, 2015) 

and Likert scale method (Breffle et al., 2011; Petsky et al., 2012). However, Likert scale remains the most 

popular scale whilst conducting researches. A researcher who uses the Likert scale provides a respondent 

with statements that ought to be evaluated. The respondent should assess the statements based on a five-

point Likert scale, that is, the respondent has to indicate the degree of his or her agreement or 

disagreement with the statements. In other words, the factors provided to the respondents are measured 

with five-point Likert scale, that is, the respondents should indicate the level of their agreement with the 

statement that the certain factor influences the level of trust in Internet banking.  

What is more, in order to obtain the reliable research results, the size of the sample ought to be stated. The 

number of respondents in the sample is calculated using equation (1): 

 

                                                       
 

   
 

 

                                                                                                         (1) 

     where      

            n – sample size 

           N – general population 

           ∆  – margin of error. 

In order to estimate the strength of the relationship between two variables, a correlation analysis was used. 

Correlation coefficient rxy ranges between −1 and 1. The further the value of the coefficient is from 0, the 

stronger is the relationship between the variables. The sign of the correlation coefficient rxy quantifies the 

direction of the linear association. The formula for the correlation coefficient calculation is presented in 

equation (2):  
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Cov     

   
    

 
                                                                                    (2) 

 where 

           covariance of x and y  

   
  and   

   the sample variance of x and y 

 

One of the most important tasks of the research is to set the level of the strength of the relationship 

between examined factors. For the purpose of reaching this objective, the correlation and regression 

analyses are conducted. The correlation shows the level of the strength of the relationship and the 

direction of the relationship, whilst the regression explains the interface between dependent and 

independent variables. In order to explain the correlation coefficient, that is, the strength of the 

relationship, the characteristics presented in Table 1 are used. 

 

Table 1. Qualitative characteristics of the level of strength of relationship (Source: Bartosevičienė (2010)) 

Quantitative characteristics of 

correlation coefficient 
Under 0.3 0.3–0.7 0.7–0.9 0.9–0.99 

Qualitative characteristics of 

correlation coefficient 
Weak Moderate Strong Very strong 

 

In order to determine the level of the relationship, Pearson linear coefficient of correlation is used. The 

coefficient is obtained with SPPS Statistic software’s function Correlate. In order to check whether the 

coefficient is statistically significant, Student’s test is used. Before conducting the correlation analysis, 

two hypotheses are stated: 

    correlation coefficient is equal to zero         

    correlation coefficient is not equal to zero         

The study examines one dependent variable, which is customers’ trust in Internet banking (Y1), and four 

independent variables: provided information (X1), e-banking system (X2), bank’s website (X3) and service 

provider/the bank (X4). In order to determine the level of impact of all independent variables on the 

dependent variable, the regression analysis is applied. In the current study, a multiple regression analysis 

is used (3) (Pabedinskaitė, 2009). 

 

           
 
                                                                                                       (3) 

where 

  – dependent variable 

a0 – constant 

a1, a2, …, an – coefficient of independent variable 

x1, x2, …, xn – independent variable 

n – number of independent variables 

 

In order to describe the obtained regression model, the following criteria are used (Čekanavičius & 

Murauskas, 2014; Cohen, Cohen, West & Aiken, 2003): 
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Coefficient of determination,   . The coefficient of determination is a number that indicates the 

proportion of the variance in the dependent variable that could be predicted from the independent 

variables. The coefficient of determination ranges between 0 and 1. The determination coefficient should 

fulfil the condition        . 

Analysis of Variance (ANOVA) p-value. The indicator shows if there are independent variables in the 

model that are connected to dependent variable. If the value of p is greater than 0.05, it means that Y does 

not depend on X. If the value of p is less than 0.05, it means that there is at least one independent variable 

X on which the dependent variable Y depends.  

Student-test. The test shows if independent variable X is statistically significant. If the indicator is less 

than 0.05, the examined X is statistically significant, and if the indicator is greater than 0.05, the examined 

dependent variable is insignificant and could be eliminated from the model.  

Variance inflation factor (VIF). VIF helps to detect if there is multicollinearity between independent 

variables. If VIF is greater than 4, it shows that there is multicollinearity problem, and the model ought to 

be modified.   

Empirical Findings 

To start the survey, the size of the sample ought to be computed. It was calculated by applying formula (1) 

and is equal to 350. The confidence level is 95% and the confidence interval is 5.23. In fact, 351 answers 

were obtained from the survey. 

Whilst examining customers’ trust in Internet banking (Y), four factors that were presented in theoretical 

part of the current study are analysed: (1) provided information (X1); (2) e-banking system (X2); (3) 

website of a bank (X3); (4) bank’s characteristics (X4). 

Correlation coefficients between the distinguished factors and trust in Internet banking are presented in 

Table 2.  

 

Table 2. Correlation coefficients between distinguished factors and trust in Internet banking in Latvia (Source: 

author’s calculations) 

 Provided 

information 

E-banking 

system 
Bank’s website 

The bank’s 

characteristics 

Trust in 

Internet 

banking 

rxy 0.519* 0.658* 0.652* 0.617* 

Significance 

(two-tailed) 
0.000 0.000 0.000 0.000 

N 344 344 344 344 
*
Correlation is significant at significance level of 0.01. 

 

Table 2 depicts that all the correlation coefficients are significant at significance level of 0.01. Whilst 

analysing correlation coefficients, it could be seen that there is a moderate direct relationship between 

provided information and trust in Internet banking (          . What is more, there is a strong direct 

relationship between trust in Internet banking and e-banking system (          . In other words, the 

higher is the level of perceived usefulness, customers’ satisfaction with bank’s provided services and 

internal clients’ motivation to use e-banking system, the higher is the level of trust. Moreover, according 

to the correlation coefficients matrix (see Table 2), there is a positive direct relationship between trust in 

Internet banking and commercial bank’s website (          . The website of commercial bank is 

presented through proxy variables, such as website’s security, privacy and ease of use. This is to say, the 

more secure the customer feels and the easier it is to use the website, the higher is the level of trust in 

Internet banking. There is a direct positive relationship between the bank’s characteristics and trust in 



55 
 

Internet banking as well (          . This is to say, the level of customers’ trust in Internet banking 

depends on commercial bank’s image, reputation, good customer services and so on. In all the cases, the 

correlation coefficients are greater than zero, implying that the null hypothesis that the correlation 

coefficient is equal to zero is rejected (Significance (two-tailed)             .  

 

Table 3. Multicollinearity statistics (Source: author’s calculations) 

 
Information 

provided 

E-banking 

system 
Website 

The bank’s 

characteristics 

VIF 2.016 2.553 2.937 2.559 

 

It can be seen from Table 3 that all the VIFs are less than 4, which means that there is no multicollinearity 

and all the predictors could be used for the regression model development. What is more, ANOVA p-

value is 0.000, denoting that there is at least one dependent variable X which is linked to independent 

variable Y. Moreover, the coefficient of determination R
2
 is equal to 0.519, which means that the 

regression equation explains 51.9% of the data. The developed regression model is presented in equation 

(4): 

 

                                                                                     (4) 

 

From the regression equation (4), it is clear that the information provided for customers (X1) is not 

included in the model. In fact, the dependent variable X1 has appeared to be insignificant.  However, there 

is one variable that is statistically insignificant – the information provided to customers. In other words, 

the information provided by the bank has no impact on clients’ trust in Internet banking. It could be 

explained by the fact that provided information is majorly associated with traditional banking. All the rest 

variables are statistically significant, so they do have influence on trust of Latvia’s residents in Internet 

banking.  

Conclusions 

Analysing the scientific literature on trust in Internet banking showed that trust is one of the vital factors 

of successful activities in commercial banks. It helps the bank to retain present customers as well as to 

attract new ones. Four factors influencing trust in Internet banking were examined. They are provided 

information, e-banking system, bank’s website and bank’s characteristics. Whilst studying these factors, 

regression equation was created. Moreover, it was found that the information provided to customers is 

statistically insignificant factor and, therefore, it was eliminated from the regression model. In fact, it was 

found that e-banking system is the factor having a major impact on the level of customers’ trust in Internet 

banking in Latvia. Actually, the regression analysis showed that the trust in Internet banking is a 

compilation of e-banking system, bank’s website and bank’s characteristics. Therefore, the current study 

contributes to the expansion of practical knowledge regarding factors affecting the level of customers’ 

trust in Internet banking. However, there is a limitation of the current study. The study was conducted in 

order to know which factors influence individual users’ trust in Internet banking. However, it does not 

cover business companies in that issue. Therefore, the further research might be conducted in order to 

examine the factors affecting companies’ trust in Internet banking, as the major part of customers of 

commercial banks are companies. To sum up, it becomes clear that commercial banks should make efforts 

to improve all the variables that have an impact on customers’ trust in Internet banking, as Internet 

banking is considered to be one of the most important services commercial banks provide. 
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Abstract. In 2016, the European Union has launched a new and ambitious project for the future regulation of 

international trade in the European Union and the rules of its taxation: since the 1 May 2016, the new Union Customs 

Code (UCC) has entered into force. It revokes the old Community Customs Code (CCC), which was applied since 

1992, and passed in the form of EU regulation sets brand-new rules for the application of Common Customs Tariff 

and calculation of customs duties (tariffs) in all the EU Member States. It is oriented to the creation of the paperless 

environment for the formalisation of international trade operations (full electronic declaration of customs procedures) 

and ensuring of a more uniform administration of customs duties in the tax and customs authorities of the Member 

States in the European Union. Therefore, the article raises and seeks to answer the problematic question whether the 

Member States of the European Union themselves are ready to implement these ambitious goals and does the actual 

practice of the Member States support that (considering the practice of the Republic of Lithuania). The research, 

which is based on the analysis of case law in the Republic of Lithuania (case study of recent tax disputes between the 

taxpayers and customs authorities that arose immediately before and after the entry into force of the UCC), leads to 

the conclusion that many problematic areas that may negatively impact the functioning of the new Customs Code 

remain and must be improved, including an adoption of new legislative solutions.   

 

Keywords: international trade; international business; the Union Customs Code; EU Member States; customs duties 

(tariffs).  

JEL Classification: F13 - Trade Policy: International Trade Organizations; K39 – Other: Customs Law   

 

Introduction 

The necessity to improve the existing business environment, to ensure an innovative and competitive 

economy and effective use of electronic resources and opportunities and to counter internal and external 

challenges for the EU customs union has led us to a major legal regulatory reform of import taxes 

(customs tariffs/duties) in the European Union. The results of the reform mean that a completely new 

source of law was adopted to regulate this area – in 2013, the European Union has adopted the Union 

Customs Code (UCC), and it has entered into force since 1 May 2016 (Regulation (EU) No 952/2013 of 

the European Parliament and of the Council of 9 October 2013 laying down the Union Customs Code, 

2013). If this EU legislation will be implemented timely and fast, it would radically change the activity of 

customs authorities and international business operators in the European Union  – the still widespread use 

of the paper documents for the formalisation of customs procedures will be abolished, all customs 

formalities throughout the Member States of the EU will be standardised, the speed of customs clearance 

procedures and transportation of goods through the external borders of the European Union will increase 

and, finally, the efficiency of risk analysis and customs control will be ensured and the public safety will 

be strengthened. However, harmonised efforts of the customs and tax authorities in the EU Member States 

and business entities, as well as considerable resources, are necessary to achieve its successful 

implementation. In addition, more focused efforts of the individual EU Member States are also necessary 

for the implementation of the Code and this means closer cooperation between national customs 

authorities, virtually ensuring that all of them will act as a single EU customs administration. Accordingly, 

the EU Member States must review their national legislation in the field of customs and completely align 

it with the provisions of the UCC. However, during this period of reforms, it is also necessary to ensure 

ECONOMICS AND CULTURE 14(1), 2017 

DOI: 10.1515/jec-2017-0006 

 

 

 

DOI: 10.1515/jec-2016-0014 

 



59 
 

the continuity of certain practices and to ensure the legitimate expectations of business operators and to 

adhere to the principle of legal certainty. 

Therefore, these factors determine the topicality of the chosen topic and the importance of a detailed legal 

analysis in this area. We should also stress that whilst there are some general scientific studies on the legal 

novelties of the UCC (Wolffgang, Harden 2016; Truel, Maganaris 2015; Truel, Maganaris, Grigorescu 

2015 and Van Doornik 2014), there are practically no any practice reviews how the UCC is implemented 

on a practical level in the EU Member States. Besides, most of fundamental studies on the EU customs 

law are written according to the old EU customs legislation that was in force before the UCC (see, e.g. 

Lyons 2008, Fabio 2010). Although some of the theoretical assumptions that are necessary for the 

implementation of the UCC are analysed in some national studies (e.g. Laurinavičius et al. 2014), there 

are virtually no practical studies on how the mechanism for implementing of the Code is operating. The 

article fills the gap and tries to set the guidelines for the development of national customs regulations that 

can be important both for Lithuania as well as other Member States of the European Union. Thus, the 

scientific importance of the article can be explained by the following aspects: (i) the research identifies 

emerging problematic areas of the UCC itself and presented facts can be used as a basis for the theoretical 

discussions on the possible legal improvement of the EU trade and customs law, the UCC and its 

regulations in the future; (ii) the article sets the guidelines for the legal revision of national customs laws 

in the Republic of Lithuania to make them more compatible with the EU law (i.e. with the UCC); (iii) the 

ideas and legal experience that is presented in the article can be studied by both scholars and legal 

practitioners in other EU Member States as examples of good practice as well as examples of practice that 

need to be avoided to achieve efficient and uniform implementation of the UCC. Therefore, the article 

raises the problematic question whether the Member States of the European Union themselves are ready to 

implement the goals of the UCC and does the actual practice of the Member States (considering the 

Republic of Lithuania) support that? In this regard, two main objectives of the article were formulated: (i) 

to describe the theoretical aspects related to the implementation of UCC in the Republic of Lithuania and 

to compare major provisions of national laws with the provisions UCC on a theoretical level; (ii) to 

conduct a case study and to present practical challenges that may affect the implementation of the UCC 

(based on the national judicial practice since 2013) and to propose ways to solve these problems. To avoid 

focusing only on the description of national particularities, both theoretical background and practical 

implementation of specific areas of the UCC (such as customs valuation, establishment of customs origin, 

regulation of customs procedures, regulations) are first presented and analysed based on related practice of 

the Court of Justice of the European Union (CJEU), which is binding for all the EU Member States. In the 

second stage, after the definition of essential provisions of the CJEU practice related to these specific 

topics, they are compared with the national legislation, national case law and the practice of national 

customs authorities (in the chosen EU Member State, i.e. the Republic of Lithuania). For this reason, the 

article uses both theoretical (analysis and synthesis, systematic, historical, comparative) and empirical 

research methods (case study, generalisation of professional experience that included examination of the 

judicial cases of the CJEU (the EU level) as well as cases of national courts (the level of the Member State 

of the European Union)). Detailed theoretical scientific analysis of the topic (based on theoretical 

methods) is presented separately in section titled ‘Literature Review’ and, partly, in  ‘Results’ (see its 

subsection ‘Theoretical aspects related to the implementation of the UCC in the Republic of Lithuania’). 

Empirical (practical) section of the research (based on empirical methods and the analysis of judicial 

practice (case study)) is presented in section titled ‘Results’, in particular, in its subsections ‘Practical 

aspects related to the implementation of the UCC in the Republic of Lithuania: customs valuation’; 

‘Practical aspects related to the implementation of the UCC in the Republic of Lithuania: rules of customs 

origin’ and ‘Practical aspects related to the implementation of the UCC in the Republic of Lithuania: 

electronic declaration of customs procedures’. 
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Literature Review 

The customs law of the European Union was codified in 1992 when the Community Customs Code (1992) 

was adopted. The Community Customs Code (hereinafter – CCC) has simplified customs formalities and 

abolished checks at internal borders of the Member States. This source of law has helped to create a single 

EU market and eliminated customs control of goods moving within the territory of the European Union. 

Up to 1 May 2016, the provisions CCC were mandatory to all Member States of the European Union and 

they required their national institutions that were responsible for the administration of customs duties and 

other import taxes and related international trade regulatory measures to comply with certain common 

standards (Lyons 2008). 

On the other hand, as has been observed during the implementation of special programmes (Such as 

Customs 2002 and Customs 2007; see Action programme: Customs 2007 (2003–2007), 2003) that were 

aimed to unify customs activities throughout the Union, in the long run, the CCC has no longer complied 

with the changing international business environment and, especially, with the rapidly developing 

information technology environment that meant the spread of electronic data exchange methods. In this 

context, we should also stress the considerable importance of the Lisbon strategy that declared the aim of 

making the European Union the most competitive economy in the world, E-government (Electronic 

Government) initiative, the World Trade Organization's Doha round of talks, which focused on many 

conditions to facilitate trade and other associated processes. Another important factor was that a much 

greater emphasis was put to ensure the security of international trade and this resulted in the new 

international initiatives of the United States, the European Union and the World Customs Organization 

(Container Security Initiative, Security Standards Initiative, etc.; see Radžiukynas 2011). For this reason, 

even as early as in 2005, new changes to the CCC were made and they included the incorporation of the 

provisions required for the effective application of electronic information systems (Regulation No. 

648/2005 of the European Parliament and Council). They allowed national customs authorities to adapt to 

the rapidly changing business environment more easily (Lux, Douglas-Hamilton 2008). 

Other main reasons behind the initiations of the improvements to the CCC since 2004–2005 were related 

to the customs modernisation needs in the EU Member States, eEurope initiative (eEurope) announced by 

the European Commission in 1999, including eCustoms Initiative, the ensuring of security, the changing 

role of customs, simplification of the EU legislation, necessity to improve business conditions and 

necessity to ensure a closer integration of the EU Member States in customs matters. The main areas of 

work in order to ensure the smooth review of customs legislation were simplification and rationalisation of 

existing legislation, validation of electronic data use in all relevant laws, ensuring involvement of business 

in the legislative process from a very early stage of these proceedings, improvement of the relationship 

between the legal regulations and their practical implementation, simplification of complex legislation to 

create more attractive conditions for entrepreneurs, continuation of work on the harmonisation of 

sanctions for customs offences. In accordance with the principle that the customs authorities of all 

Member States should have to work as one, the Commission of the European Union sought to eliminate 

any possibility of departure from uniform EU standards conducted by national legislators. This meant the 

removal of specific national rules in number of Member States that made it difficult for businesses to 

adapt to differing national regulations on their activities. Therefore, to ensure further integration, the idea 

was raised to abandon any national simplifications in customs legislation and to guarantee that they can 

only be secured at the EU level. In addition, the necessity to improve public safety and cooperation of 

different customs authorities allowed to provide projects for an overall customs risk management system 

and common EU-wide risk assessment criteria (Povilauskienė, 2006).  

The result of these initiatives on the simplification of customs formalities and improvement of business 

climate was the adoption of the Modernised Customs Code (Regulation No. 450/2008 of the European 

Parliament and Council, 2008). The Modernised Customs Code reviewed the CCC; first of all, simplified 

its provisions governing the customs procedures; adapted them to the electronic environment and business 

conditions; and finally, linked them with other areas of the EU law (regulating security and safety-related 
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requirements). The Modernised Customs Code abandoned the currently existing national simplifications 

and set the clear requirements that throughout the customs territory of the Union, customs procedures 

must be applied in accordance with the same procedural standards, as it is particularly important to the 

computerisation of customs procedures (Radžiukynas, 2011). The simplification and better structuring of 

the customs legislation has also meant the creation of centralised customs clearance system as well as 

creation of legal basis for the computerised customs procedures and common risk analysis standards 

(Sarapinienė, Avižienis 2008). It has also envisaged a use of one-stop shop and single-window principles 

for the regulation of customs clearance procedures (Lyons 2008; Medelienė, Sudavičius 2011). 

Nevertheless, the difficulties related to the practical implementation of necessary IT solutions was the 

main reason why the Modernised Customs Code could not be started to be applied up to the planned date, 

and until 2013, it was revised by the UCC. 

Based on its analysis, we can define several areas of the EU customs law that have changed extensively. 

However, first of all, we should stress that from the key elements of the EU’s Common Customs Tariff 

(tariff classification, origin and value of imported goods), tariff classification has changed only minimally 

because this element is not regulated only by the UCC but by the separate EU regulation (Council 

Regulation (EEC) No 2658/87 on the tariff and statistical nomenclature and on the Common Customs 

tariff, 1987), which remains in force and mostly unchanged since 1987. On the other hand, even in this 

area, the UCC has introduced some novelties regarding issuance of binding tariff information, which is 

used to classify goods for customs purposes throughout the Union. According to the UCC, the validity and 

duration of a binding tariff information was shortened up to 3 years and it was made mandatory not only 

for the customs authorities but also for the taxpayers (Article 35 of the UCC). Similarly, the same 

provisions of the UCC provides that the same binding information can be issued to confirm the origin of 

the goods (earlier, in the CCC, such a possibility was not provided at all, see Truel, Maganaris 2015). 

Another essential element of the Common Customs Tariff, that is, rules on the determination of customs 

origin of imported goods, have not changed significantly (Wolffgang, Harden 2016), but some authors 

(e.g. Van Doornik 2014) note that the UCC regulates acquisition of non-preferential origin of goods much 

more in detail and sets a more clear criteria that define non-preferential origin; therefore, non-preferential 

origin of goods can be objectively assigned to a higher number of all imported goods (Articles 59-60 of 

the UCC). Certain changes have taken place in the customs valuation area: here the customs valuation 

methods remain the same but the procedures for calculation of transaction value were revised (Truel, 

Maganaris 2015). This means that a practice when a price of first export sales was used as a basis for 

calculating the value of goods may no longer be applied and instead the price of a transaction concluded 

before the goods has entered free circulation shall be used (Article 70, para. 1 of the UCC). 

The biggest changes, obviously, took place in the field of customs clearance procedures (see Van Doornik 

2014; Wolffgang, Harden 2016). The UCC provides that general import declaration and other customs 

declarations shall be submitted electronically and until 2020, all the data exchange between customs 

authorities and taxpayers must take place in electronic environment (Article 6, para. 1 of the UCC). In 

addition, the UCC has reduced an overall number of customs procedures and has simplified the customs 

clearance, for example, instead of three simplified types of customs procedures, only two are left (see 

Articles 256 and 259). The UCC also provides for the possibility to carry out centralised customs 

clearance (Article 179, para. 2); therefore, the customs authorities may authorise a person to lodge a 

customs declaration relating to the imported or exported goods only to one specific customs office that 

serves the place where a person (taxpayer) is established. It is considered that in such case, the customs 

debt incurred at the place where the customs declaration is lodged. On the other hand, performing of such 

simplified customs clearance requires permit from the customs authorities. Therefore, the possibility to 

use such established procedural facilitations depends whether the taxpayer has acquired special status of 

the Authorised Economic Operator (AEO), see Articles 38–41 of the UCC. Overall, we may conclude that 

the adoption of the UCC may not be considered as total revolution of the EU customs law, but we should 

also have in mind that it in general has narrowed the rights of the EU Member States' to regulate this area 

(Truel, Maganaris, Grigorescu 2015). Thus, it is very important how the Member States themselves are 
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ready or are preparing for such changes. 

Methodology 

In order to answer the problematic question whether the Member States of the European Union are ready 

to implement the goals and new provisions that were set by the UCC, the article analyses actual practice of 

the Member States (considering as an example the practice of the Republic of Lithuania). The research is 

conducted at two levels – theoretical (based on the theoretical methods of legal studies, such as analysis, 

synthesis, comparative, systemic, linguistic and historical methods) and empirical (based on the case 

study, i.e. analysis of case law related to the application of the national and the EU customs legislation in 

the Republic of Lithuania). The results of the theoretical research are presented in the subsection 

‘Theoretical aspects related to the implementation of the UCC in the Republic of Lithuania’. They include 

overall theoretical assessment of the conformity of national customs legislation rules (e.g. rules on set in 

the Law on Customs of the Republic of Lithuania, 2016) with the rules set in the UCC. The content of the 

rules on application of the EU’s Common Customs Tariff, examination of disputes with customs 

authorities and performing of customs procedures is compared with the help of systemic, linguistic and 

historical analysis.  

The results of the empirical research are presented in other subsections, such as ‘Practical aspects related 

to the implementation of the UCC in the Republic of Lithuania: customs valuation’, ‘Practical aspects 

related to the implementation of the UCC in the Republic of Lithuania: rules of customs origin’ and 

‘Practical aspects related to the implementation of the UCC in the Republic of Lithuania: electronic 

declaration of customs procedures’. The empirical research is focussed on three main elements that are 

important for the proper calculation of customs duties and are directly regulated in the UCC, that is, 

customs valuation, rules on customs origin and other import and export rules (rules on customs 

procedures). However, another main element of the EU's Common Customs Tariff, that is, the tariff 

classification of goods, is regulated in detail not by the UCC but by the Combined Nomenclature of the 

European Union (Council Regulation (EEC) No 2658/87 on the tariff and statistical nomenclature and on 

the Common Customs Tariff, 1987), and it hasn’t experienced any major changes because of the adoption 

of the UCC. Therefore, this element of the EU's Common Customs Tariff is excluded from the scope of 

empirical research. The empirical part of the research was carried out by using the case study method, that 

is, by analysing tax disputes in the Republic of Lithuania between the taxpayers and customs authorities, 

which arose immediately before and after the entry into force of the UCC (since 1 January 2013). As the 

highest competent national authority in resolving of such disputes is the Supreme Administrative Court of 

Lithuania, for this reason, 15 administrative cases related to the areas referred (customs valuation, customs 

origin and customs procedures) were identified and selected for further analysis. The study of these cases 

includes comparison of legal precedents that were formulated in them with the regulations of the UCC in 

order to determine whether the existing national practice complies with the new requirements of the UCC.  

Administrative cases for the analysis of national case law were selected using the public official 

Lithuanian courts information system ‘LITEKO’ and its classifications for the relevant judicial decisions 

(classifications 1.10 ‘Cases related to the customs activities’ (which was used before 1 January 2017) and 

‘Customs activities’ (used after 1 January 2017)) (Lithuanian courts information system ‘LITEKO’, 

2017). The identified practical and theoretical problems that may affect the successful implementation of 

the UCC in Lithuania and possible methods for their solution are presented in the section on 

‘Conclusions’. 

Results 

Theoretical aspects related to the implementation of the UCC in the Republic of Lithuania. As it was 

mentioned earlier, one of the main goals of the UCC itself is to ensure even more uniform and coherent 

application of the EU customs legislation by the customs authorities of the Member States (compared to 

the level that was already achieved whilst the CCC (1992) was in force). Therefore, according to the 
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provisions of UCC that are set in the Article 3 of the Code, the customs authorities throughout the Union 

shall be guided by the same directions of activity and must apply the same standards, rules, procedures 

and policies to ‘promote further the uniform application of customs legislation’ as it is directly stated in 

para. 15 of the preamble to the UCC (see also paras 9, 17 and 22 of the Code). The UCC also explicitly 

mentions the necessity to harmonise customs controls in the Member States (para. 19 of the preamble to 

the UCC) to create uniform competitive conditions for the international trade operators across the 

European Union.  

Therefore, according to the UCC and recent relevant practice of the CJEU (see cases C-116/12, Ioannis 

Christodoulou and Others v Elliniko Dimosio, 2013; C-450/12, HARK GmbH & Co KG Kamin und 

Kachelofenbau v Hauptzollamt Duisburg, 2013; C-595/11, Steinel Vertrieb GmbH v Hauptzollamt 

Bielefeld, 2013), the ultimate goal of the Member States and their institutions (including customs 

authorities as well as other national institutions, such as national courts) is to ensure the uniform 

application of the EU customs legislation whilst dealing with issues such as calculation of customs duties 

and other regulatory means for the international trade operations. On the other hand, the question what are 

the exact specific powers and competencies of the Member States to self-regulate these questions always 

remains open, controversial and debatable as the Member States have used and still uses national rules and 

special practices on customs procedures, customs clearance or even customs valuation (Radžiukynas, 

Belzus 2008; Baronaitė 2010; Truel, Maganaris 2015) to boost their overall economic competitiveness, 

attractiveness to foreign investment or even to solve their own fiscal problems (by trying to gain higher 

revenue from the collected customs duties part of which goes to their own state budgets). It was assessed 

in cases as early as in 1960s (see cases C-26/62, Van Gend & Loos v Nederlandse administratie der 

belastingen, 1963; C-6/64, Costa v E.N.E.L., 1964) and later in cases C-125/94, Aprile Srl v 

Amministrazione dello Stato, 1995; C-339/09, Skoma-Lux v Celní ředitelství Olomouc, 2010; or recently 

in the joint cases C-129/13 and C-130/13, Kamino International Logistics BV and Datema Hellmann 

Worldwide Logistics BV v Staatssecretaris van Financiën, 2014 EU:C:2014:2041. According to these 

legal precedents and the legal doctrine (Lyons 2008; Medelienė, Sudavičius 2011; Laurinavičius et al., 

2014; Barnard 2016), we should stress that there are areas that belongs to the competence of the European 

Union exclusively (what is directly regulated in the Customs code of the European Union, first of all the 

elements of Common Customs Tariff, the rules on the incurrence of customs debt and the rules of customs 

clearance which are necessary for the calculation of Common Customs Tariff).  Therefore, even after the 

adoption of the UCC, there are areas where the discretion is still left for the Member States to regulate, 

such as appeals against the decisions and actions of customs authorities, inspections and investigations, 

penalties and sanctions for violations of customs legislation, procedures used for inspecting the tariff 

classification of imported goods, the organisation of customs authorities as well as the status and powers 

of customs officers. For example, the Article 44 of the UCC gives the discretion to the Member States to 

define the specific institutions, bodies or authorities that will be regarded as competent to deal with the 

complaints of the taxpayers and to set the rules for the appeals procedure as well as to determine the 

maximum number of stages (steps) for the investigation of the appeal. Regarding customs control, the 

Article 48 of the UCC only sets general principles for the post-release control, therefore, leaving a room 

for the detail regulation of the control procedures at the national level. Similar principle is applied towards 

the definition of possible penalties for the infringements of customs legislation (Article 42 of the UCC). 

The UCC also doesn’t implicitly regulate how the system of customs authorities should be organised in 

each Member States or which officials or institutions can perform checks and controls, including even 

such important elements of the Common Customs Tariff as the tariff classification of goods (Article 56–

57 of the UCC). However, the existence of such competencies is usually evaluated on a case-by-case level 

and can be assessed by the CJEU (see, e.g. case C-456/08, Commission v Ireland, 2010). 

Regarding the successful implementation of the UCC in the Republic of Lithuania, we should stress that 

Lithuanian Republic has taken some necessary formal steps to ensure the compatibility of its customs 

legislation with the provisions of the UCC. First, it introduced a completely brand and new Law on 

Customs (2016), which regulates the activity of national customs authorities and completely removed old 
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national regulations on customs value, customs origin or tariff classification of goods from the text of the 

law. If, for example, the old version of the Law on Customs of the Republic of Lithuania (2004) even 

included separate sections regulating these elements of the Common Customs Tariff (Chapter IV, sections 

from first to third), the new version of the law barely mentions only few non-essential questions regarding 

customs valuation and customs origin (such as the procedure for the issuing of the certificates, which 

proves non-preferential customs origin, Article 40, and rules on the recalculation of customs value that 

was expressed in a foreign currency, Article, 41). Therefore, the new Law on Customs became more 

oriented towards the internal organisational issues of customs authorities (such as their structure, 

functions, competences, rights and duties of customs officers). 

Besides, even in the areas where the UCC leaves the competence to the Member States to make a final 

decision on the regulation of certain issues (such as the system of appeals), the national system became 

more compatible with the general requirements of the EU Customs Code and specific national rules were 

withdrawn. For example, as the Article 44 of the UCC (para. 2 (a)) states that the right of appeal may be 

exercised initially before the customs authorities (as an institution in corpore), the new national Law on 

Customs (2016) and other legislative acts that implements it (Regulations for the examination of 

complaints to the Customs Department under the Ministry of Finance of the Republic of Lithuania, 2016) 

revoked the regulations of the previous legal acts, which required in some cases to file a complaint to the 

individual customs officer who himself or herself made a disputed decision or has carried out the actions 

that are the object of the complaint appeal itself. Such previous national legal regulations were criticised in 

the legal doctrine (Valantiejus, 2013), and therefore, the removal of them is the step forward towards the 

creation of more transparent and accountable system of customs legislation.  

We should also stress that one of the goals for ensuring the uniform application of the EU customs 

legislation is the creation of a paperless environment for customs operations (para. 15 of the preamble to 

the UCC). For this reason, the UCC sets the final date of 2020 when all the information regarding customs 

procedures and customs declarations should be exchanged and stored electronically, using electronic data 

processing techniques and electronic systems (see also Article 278 and Article 280 of the UCC). The 

Republic of Lithuania is also rapidly moving towards this direction: according to the Article 15 para. 2(6) 

of the new national Law on Customs, the Customs Department under the Ministry of Finance of the 

Republic of Lithuania is held responsible for the adoption and implementation of the informational 

systems and infrastructure of e-services that are necessary for the tasks of customs authorities under the 

Article 280 of the UCC. It is necessary to mention that even before the UCC was adopted (since 2003), 

Lithuania has developed and applied its own Strategic plan for electronic customs (Radžiukynas et al. 

2011). These measures in general are evaluated as quite successful because the number of electronically 

processed import and export declarations was constantly growing and since the end of 2009 was higher 

than 98% of all processed declarations (Laurinavičius et al. 2014). In 2016, the number of such electronic 

declarations even exceeded 99% (Annual report on the activity of Lithuanian customs in 2016, 2017). 

However, even considering these indicators that shows the high level of the use of e-technologies in 

customs, we should also stress that even in a current situation, it is impossible to avoid the disputes with 

customs authorities on how the data in these electronic declarations should be treated and evaluated, for 

example, the disputes in which cases the correctness of the electronic data can be ruled out by using other, 

non-electronic data sources. Since the start of 2013 (the year when the UCC was adopted), the Supreme 

Administrative Court of Lithuania has examined more than six such cases, which usually involved the 

evaluation of transit customs procedures (Lithuanian courts information system ‘LITEKO’, 2017).  

On the other hand, even after these changes, some disputable areas of national law remains and their 

appropriate regulation at national level still raises legitimate questions about the compatibility with the EU 

law (i.e. some aspects of customs valuation control, the determination of customs origin, electronic 

registration of customs procedures). These problematic areas are discussed in other subsections by using 

practical examples from the national judicial practice. 

Practical aspects related to the implementation of the UCC in the Republic of Lithuania: customs 
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valuation. One of the obvious areas where problems related to the implementation of the UCC and its 

requirements (in particular, the requirement to ensure the uniform application of the EU customs 

legislation) arise not only on theoretical but also on the practical level is customs valuation (determination 

of customs value). This can be attributed to the fact that certain sources of national legislation are applied 

and imposed in this area and they define customs valuation of individual types of imported goods (e.g. 

used motor vehicles) as well as valuation control procedures more precisely than the rules set in the EU 

customs legislation (see, e.g. 26 June 2009 Order No. 1B-361 of the Director General of Customs 

Department under the Lithuanian Ministry of Finance ‘On the approval of customs valuation rules for 

imported used transport vehicles’, 2009). 

It should be emphasised that the customs value of imported goods is one of the main elements of the EU's 

Common Customs Tariff (Lyons 2008; Edward, Lane 2013; Barnard 2016). For this reason, the main goal 

of the EU legislation, which regulates the determination of the customs value, was and currently is the 

establishment of a fair, uniform and neutral system that could prevent the use of arbitrary or fictitious 

customs values (case C-256/07, Mitsui & Co. Deutschland v Hauptzollamt Düsseldorf, 2009).  To ensure 

the functioning of this system, the UCC contains a provision that ‘the primary basis for the customs value 

of goods shall be the transaction value’ (see Article 70 of the UCC) and all other methods of customs 

valuation can be used only as secondary, that is, they can be applied and invoked only when the customs 

value of goods cannot be determined based on the transaction value method (Article 74, para. 1). As it is 

stressed in the UCC, secondary methods of customs valuation can be applied sequentially, according to 

the hierarchical order, ‘until the first point under which the customs value of goods can be determined’, 

that is, until all the conditions and circumstances that allows application of certain method are established. 

Therefore, the process of customs valuation, which is based on the using of secondary valuation methods, 

must start from the analysis of conditions for the application of the method of transaction value of 

identical goods (Article 74, para. 2(a)) and finish with the ‘fall-back’ or the ‘last chance’ method that 

allows the calculation of customs value based on the data available in the customs territory of the Union, 

using reasonable means consistent with the principles and general provisions of customs valuation set in 

the Article VII of the General Agreement on Tariffs and Trade and other provisions of the UCC (Article 

74, para. 3). It is important to mention that neither the UCC nor the EU regulations, which implements the 

UCC (Commission Implementing Regulation (EU) 2015/2447 of 24 November 2015 laying down detailed 

rules for implementing certain provisions of Regulation (EU) No 952/2013 of the European Parliament 

and of the Council laying down the Union Customs Code, 2015), sets any special or different rules of 

customs valuation for certain specific types of imported goods (see Articles 127–146 of the Regulation 

No. 952/2013 (EU) and Articles 69–76 of the UCC). Additionally, the same already mentioned provisions 

of these legal sources also do not define any special procedures for the customs control that can be used to 

check the legality and reasonableness of the declared value of imported goods, leaving it mainly to the 

Member States to regulate such procedures themselves, as it also was before the entry of the UCC into 

force (Radžiukynas, Belzus 2008; Radžiukynas et al. 2011). 

In general, it can be noted that many other provisions of the UCC that regulates the determination of 

customs value are not new, as similar provisions (such as the preference of the transaction value method 

and hierarchical order for the application of other customs valuation methods) were introduced already by 

the CCC and previous case law of the CJEU, which explained the CCC (case Ioannis Christodoulou and 

Others v Elliniko Dimosio, 2013, para. 41). The new aspects in the UCC were only introduced in respect 

to the use of the first sale price for the calculation of transaction value (Article 70, para. 1 of the UCC). 

However, the general principles of the UCC, which are defined in its preamble and Title 1, Chapter 1 

‘Scope of the customs legislation, mission of customs and definitions’, stress the need to ensure the 

uniform application of customs legislation, abandon the national simplifications (distortions) and 

emphasise the necessity to ensure that customs control procedures should be carried out in accordance 

with certain common standards. Therefore, in this context, the question arises how we must assess the 

existence of national customs legislation rules in customs valuation? 

In this respect, it should be noted that both the CCC and the UCC, which replaced the CCC, are enacted in 
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a form of EU regulations and, therefore, must be applied directly, fully and universally in all the EU 

Member States (see case Hauptzollamt Bremen-Freihafen v Waren-Import-Gesellschaft Krohn & Co, 

1970, para. 8 and case C-539/10 P, Stichting Al-Aqsa v Council of the European Union and Kingdom of 

the Netherlands v Stichting Al-Aqsa, 2012, para. 86). On the other hand, the national provisions on 

customs valuation that are enforced in the Republic of Lithuania possess their own certain specific 

features: according to a national regulatory model for customs valuation, matters that are not directly 

covered by the EU legislation are regulated by the national legislation or the national legislation sets more 

precise definitions that can be considered as necessary for the proper application of the EU rules 

(Radžiukynas, Belzus 2008). This approach is invoked for the determination of the customs value of 

imported used motor vehicles and for performing their customs valuation control procedures (see 26 June 

2009 Order No. 1B-361 of the Director General of Customs Department under the Lithuanian Ministry of 

Finance ‘On the approval of customs valuation rules for imported used transport vehicles’, 2009; 

hereinafter – the Rules). The specifics of these national provisions can be characterised as follows: when 

used motor vehicles (cars) that were depreciated because of their normal use or other effects are evaluated 

for customs purposes and the usual customs valuation method (transaction value method cannot be used), 

the customs value is determined according to the estimated import prices of other used vehicles (described 

in a special pricing catalogues) or according to the property evaluation reports, that is, on the basis of 

other data available in the customs territory of the Union (Radžiukynas 2003; Baronaitė 2010). The 

national customs valuation rules for imported used transport vehicles were established because before the 

accession to the European Union, the imports of used passenger cars (vehicles) amounted to 96.4% of 

such vehicles imported to the Republic of Lithuania. Besides, many importers of used vehicles usually 

bought them from individuals at the car markets, so the authenticity of their purchase and sales documents 

caused a lot of doubts for the customs officers, as these documents often indicated clearly unrealistic 

prices that have been paid for the purchasing of imported cars. In addition, the different depreciation level 

and different technical conditions of imported cars (vehicles) made it objectively difficult to apply 

alternative customs valuation methods to them (e.g. to use the transaction value of identical or similar 

goods) (Radžiukynas, Belzus 2008).  

Formal assessment of these legal regulations leads to the question whether such national rules (as defined 

in the 26 June 2009 Order No. 1B-361 of the Director General of Customs Department under the 

Lithuanian Ministry of Finance ‘On the approval of customs valuation rules for imported used transport 

vehicles’, 2009) may exist, because they compete with the legal regulations laid down in the UCC and 

other EU’s customs legislation that should have a priority in such cases (see case Skoma-Lux v Celní 

ředitelství Olomouc, 2010, as well as joint cases C-129/13 and C-130/13, Kamino International Logistics 

BV and Datema Hellmann Worldwide Logistics BV v Staatssecretaris van Financiën, 2014). They also do 

not have a sufficient legal background as defined by the national law itself (e.g. the necessity and the 

powers to adopt such rules are not defined in the Law on Customs of the Republic of Lithuania, 2016). It 

should be noted that in other similar cases, national courts have generally recognised that such national 

legal regulations (especially when they regulate tax relations) contradicts the constitutional principle of the 

rule of law and, therefore, can be declared null and void (see the decision of the panel of judges of the 

Supreme Administrative Court of Lithuania of 17 June 2015 in the administrative case No. I-5-442/2015, 

2015). As we can see from the preamble to the national Customs valuation rules for imported used 

transport vehicles (2009) and as it is stated in the legal doctrine (Radžiukynas 2003, Baronaitė 2010), the 

provisions of the rules are also based directly on the World Customs Organization (WCO) law (WCO 

documents, such as the WCO report ‘Valuation of used motor vehicles’ (2005)). On the other hand, the 

general position of the CJEU is that a primary source that is to be used for the regulation of customs legal 

relations in the European Union is the Customs Code. Therefore, legal acts of other international 

organisations (e.g. World Trade Organization and/or the World Customs Organization) can be invoked 

only for interpreting the already existing provisions of the EU customs law (see case C-53/96, Hermès 

International v FHT Marketing Choice BV, 1998).  

So even the formal existence of such Rules in the national legal system raises many serious and obvious 
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legal problems. This is confirmed by the relevant period national case law during the analysed period 

(since 2013). For example, whilst assessing the content of these national rules, we should borne in mind 

that even if the Rules has been repeatedly improved (original version was approved back in 2004, the 

Rules were updated in 2009 and then in the years from 2015 to 2016, the additional changes have been 

made), but anyway their current version leaves wide opportunities for the customs authorities to derogate 

from the use of transaction value method (paras. 8, 11–12 and 16 of current version of the Rules). This can 

be interpreted as an objection to the analysed provisions of the UCC (Articles 69–74) and the recent case 

law of the CJEU (case C-291/15, EURO 2004. Hungary v Nemzeti Adó-és Vámhivatal Nyugat-dunántúli 

Regionális Vám-és Pénzügyőri Főigazgatósága, 2016). This is confirmed by the national case law during 

the analysed period during which three cases concerning the application of the Rules were identified. In 

some of these cases, the Supreme Administrative Court of Lithuania have highlighted that if a declared 

transaction price of imported vehicles is significantly lower than the prices contained in the pricing 

catalogues that, according to the Rules, must be used for customs valuation during the corresponding 

period, the customs authorities can only rely on a customs value set according to the pricing catalogues 

and may not use the transaction value method at all (the ruling of the panel of judges of Supreme 

Administrative Court of Lithuania of 2 April 2015 in the administrative case No. A-729-442/2015, 2015). 

Therefore, the national practice approves the exceptional order for using of customs valuation methods 

and it didn’t correspond to the hierarchical order that was traditionally approved in the EU customs law 

(Wolffgang, Ovie 2008) and the practice of the CJEU (case Ioannis Christodoulou and Others v Elliniko 

Dimosio, 2013, para. 41). In addition, the application of these Rules in a national case law widely 

acknowledges the possibility of customs authorities to deny the declared transaction value on the basis of 

any other sources of evidence that are available to the customs (the ruling of the panel of judges of the 

Supreme Administrative Court of Lithuania of 4 March 2014 in the administrative case No. A-143-

312/14, 2014) and limits the legal abilities of importers to provide any new sources of evidence that 

support the declared transaction value of imported goods  (the ruling of the panel of judges of the Supreme 

Administrative Court of Lithuania, 14 January 2013 in the administrative case No. A-261-102/2013, 

2013), although it should be ensured by the practice of the CJEU (case C-263/06, Carboni e derivati v 

Ministero dell’Economia e delle Finanze and Riunione Adriatica di Sicurtà SpA, 2008, para. 52) and the 

recent provisions of the UCC, which defines the right to be heard (Article 22). 

In this context, the question arises whether such specific Rules are generally necessary and whether it 

would not be appropriate to regulate customs valuation control procedures for all types of imported goods 

in a single legal act (currently, the following rules are approved by the 15 December 2016 Order No. 1B-

1027 of the Director General of Customs Department under the Ministry of Finance of the Republic of 

Lithuania, 2016, but they do not apply for customs valuation of used motor vehicles). This would ensure 

uniform standards for customs valuation on a national level and, accordingly, the proper implementation 

of the UCC. In such case, it would be appropriate to amend the general Rules on customs valuation by 

simply complementing them with specific aspects such as clarifying what specific sources can be used to 

control the reasonableness of the prices of motor vehicles etc. 

Practical aspects related to the implementation of the UCC in the Republic of Lithuania: rules of customs 

origin. As it was already stressed in this article and as it is reported by other scholars (see Wolffgang, 

Harden, 2016), we should note that the rules of customs origin itself, which are the substantial element of 

Common Customs Tariff of the European Union , hasn’t changed much in the UCC. This can be explained 

by the fact that they are regulated not only by the secondary law of the European Union but also by the 

international trade agreements (preferential trade agreements), which, as it is traditionally recognised in 

the practice of the CJEU, can be applied directly (case C-104/81, Hauptzollamt Mainz v. Kupferberg, 

1982, and case C-188/91, Deutsche Shell v. Hauptzollamt Hamburg-Harburg, 1993). However, in any 

case, the correct application of these rules is extremely important to the international traders because the 

rate of the customs tariff for imported goods (conventional, reduced or zero (i.e. preferential) tariff) 

depends on what origin of goods will be declared and determined by the customs authorities. Therefore, 

they are also considered as an irreplaceable instrument for the uniform application of Common Customs 
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Tariff of the European Union (case C-49/76, Gesellschaft fur Uberseehandel GmbH v Handelskammer 

Hamburg, 1997, para. 5).  

As it is repeatedly noticed in the legal scientific literature (see, e.g. Lyons 2008; Holdgaard, Spiermann 

2011; Gavier, Verhaeghe 2012; Muniz, 2015), the proper application of the rules regulating customs 

origin of imported goods is associated with a problem of the distribution of burden to prove the 

preferential customs origin. For this reason, as it is noticed by Truel, Maganaris and Grigorescu (2015), 

the provisions of the UCC try to codify the basic rules that regulate the procedures that can be used for 

proving the origin of the custom (Title II, Chapter 2 of the UCC). It is necessary to stress that some of 

these rules are more accurate and detailed than the rules set in the CCC, and this relates to the provisions 

of the Article 61 (para. 1) of the UCC, which states that ‘where an origin has been indicated in the 

customs declaration pursuant to the customs legislation, the customs authorities may require the declarant 

to prove the origin of the goods’. The wording of this legal regulation in the UCC differs from the text 

used in the analogous provisions of the CCC (see Article 26, para. 2), which stated that ‘the customs 

authorities may, in the event of serious doubts, require any additional proof to ensure that the indication of 

origin does comply with the rules laid down by the relevant Community legislation’.  

Therefore, we can notice that the UCC (Article 61) states that the declarant (the taxpayer) always has a 

general obligation to prove the origin of the goods by all available means and the emergence of this 

obligation is not linked only to specific cases, such as ‘the event of serious doubts’ and the necessity to 

provide ‘additional proof’ to the customs authorities. The UCC also does not contain provisions requiring 

the customs authorities to gather the necessary primary evidence on customs origin themselves during 

their investigative procedures (as it was indirectly required by the CCC, which stated that the taxpayer 

must provide only an additional source of evidence). It is necessary to stress that even before the UCC has 

entered into force, the CJEU has also started to formulate and to follow the practice under which the 

general burden to prove the customs origin belongs to the importer. For example, this principle was 

stressed in the paras 56–57 of the case C-386/08 of the CJEU (Firma Brita GmbH v Hauptzollamt 

Hamburg-Hafen, 2010), where the CJEU highlighted that in order for the taxpayer (importer) to be 

entitled to the use of preferential customs origin in customs declarations, ‘it is necessary to provide valid 

proof of origin issued by the competent authority of the exporting State’ and that this requirement cannot 

be considered only as ‘a mere formality’ (see also the case C-438/11, Lagura Vermögensverwaltung 

GmbH v Hauptzollamt Hamburg-Hafen, para. 17). The same practice has also been followed in cases 

where questions on the application of anti-dumping customs duties arose, for example, in the recent case 

C-416/15 (Selena România v Direcția Generală Regională a Finanțelor Publice (DGRFP) București, 2016; 

para. 36). In this case, the CJEU has noticed that the customs authorities might require the ‘supplementary 

evidence’ to prove that the customs origin declared by the importer was correct and that the imports of 

goods weren't subject to anti-dumping customs duties.  

However, by analysing the practices followed in the Republic of Lithuania since 2013 (when the UCC was 

adopted) and until nowadays, we may notice that even after the UCC formally entered into force in 2016, 

the national courts continued to apply different legal precedents that don't recognise the general obligation 

of the importer to prove the customs origin of imported goods. These precedents differentiate the cases 

when the customs origin must be proved by the tax administrator (by the tax authorities) and the cases 

when it must be proved by the taxpayer (importer) itself (see, e.g. para. 47 and 49–50 of the ruling of the 

panel of judges of the Supreme Administrative Court of 5 September 2016 in the administrative case A-

377-556/2016, 2016). Here, the Court stressed that, in general, the burden of proving the right to apply the 

preferential customs duties belongs to the debtor (taxpayer) rather than the tax authorities (para. 47 of the 

ruling in the administrative case A-377-556/2016). Whilst such statement is formally in line with the 

already-mentioned practice of the CJEU and the regulations set in the Article 61 of the UCC, the paras 

49–50 of the analysed ruling in the administrative case A-377-556/2016 at the same time sets the different 

precedent by stating that where imported goods are subject to anti-dumping customs duty, the obligation 

to prove the origin of the goods would primarily belong to the tax administrator. The same precedent was 

also continuously repeated in both some earlier cases (The Supreme Administrative Court of Lithuania, 
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decisions of the panel of judges of 30 April 2014 in the administrative case No. A-261-146/2014 and in 

the administrative   case   No. A-261-144/2014, 2014) as well as later cases such as the decision of the 

panel of judges of the Supreme Administrative Court of Lithuania of 30 April 2014 in the administrative 

case No. A-352-556/2017. However, neither in the administrative case No. A-377-556/2016 nor in other 

mentioned cases, the Court didn’t provide any specific argumentation explaining the nature of this 

precedent in the context of the EU customs law. Besides, in one recent case, that is, in the administrative 

case eA-1671-575/2016 (2016), the Court has deviated from this practice and stated that even in case 

when anti-dumping customs duties are applied, the case of a taxpayer is required to justify why the 

calculated amounts of tax are incorrect, that is, to provide an evidence on the exact origin of imported 

goods. This conclusion was based on the requirements of Article 67, para. 2, of the national Law on Tax 

Administration (2004), which states that it is the taxpayer who must justify why the calculated amounts of 

taxes are incorrect. 

Summarising the foregoing, we can notice that even after the adoption of the UCC on the practical level, 

there is no uniform practice related to the distribution of the burden to prove the customs origin in 

Lithuania. This may negatively impact the proper implementation of the UCC, which states one general 

rule that an obligation to prove the customs origin, in general, belongs to the taxpayer. Additionally, it is 

important to mention that whilst Lithuanian practice considered the application of different standards for 

such rules to preferential customs duties and anti-dumping customs duties, even the EU Anti-Dumping 

regulation doesn’t include any provisions that may justify such differences (it doesn’t include any specific 

rules on customs origin as they are codified in the UCC). Therefore, it is advisable to adjust the national 

customs inspections rules (Rules for the application of the preferential customs tariff, approved by the 16 

November 2016 Order No. 1B-925 of the Director General of Customs Department under the Ministry of 

Finance of the Republic of Lithuania, 2016) and to establish that the taxpayer is obliged to provide an 

evidence that proves the declared customs origin during the customs inspections, otherwise the customs 

authorities can make a final decision only on the basis of information available to them. Such procedural 

regulations may help to avoid unjustified separation of legal practice in future. It would also create the 

proper conditions for the implementation of the UCC as well as other national laws (Article 67, para. 2, of 

the national Law on Tax Administration (2004)) and even national legal doctrine (Medelienė, 2004), 

which is based on the presumption that whilst the tax administrator has an obligation to motivate its 

calculations of taxes in case of doubts over the calculated amount of taxes, the final word belongs to the 

taxpayer.  

Practical aspects related to the implementation of the UCC in the Republic of Lithuania: electronic 

declaration of customs procedures. As it was already mentioned in this article, one of the main goals of 

the UCC is to ensure electronic registration of customs clearance procedure and the use of electronic 

customs declarations (Article 6 of the UCC). Whilst, on the one hand, Lithuania is moving very rapidly 

towards this goal (as more than 99% of customs declarations are processed electronically; see Annual 

report on the activity of Lithuanian customs 2016, 2017), on the other hand, some practical problems arise 

when the authorities try to ensure effective feedback between customs authorities and taxpayers. The 

problem stems from the fact that under the applicable scheme (see Law on Customs of the Republic of 

Lithuania, 2016; Article 30, para. 3), the taxpayer must first submit electronic declaration (message) and 

after that the imported or exported goods and other documents may be submitted to the customs 

authorities for the actual inspection. For example, as it is provided by the 26 June 2009 Order No. 1B-357 

of the Director General of Customs Department under the Ministry of Finance of Lithuanian Republic ‘On 

the rules of electronic data to be used for export and import customs formalities and approval of the model 

contract for exchange of electronic data to be used for export and import customs formalities’ (2009), the 

electronic customs declaration may be accepted only when the goods declared in this declaration are 

presented for the customs control in a place which is established and(or) authorised by the customs 

authorities. The presentation of such goods to customs control is formalised by the electronic message sent 

by the person who is providing a customs clearance declaration. If, after acceptance of these electronic 

documents, the customs authorities makes the decision to carry out a documentary investigation and (or) 
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physical examination of the goods, the person, who presented an electronic declaration, receives 

systematic electronic notification. The notification indicates that specific documents are needed for the 

performing of customs control (they may include not necessarily all documents that were declared in 

electronic declaration). Only, in this case, the written documents are delivered physically though, 

otherwise, there is no obligation to submit the physical documents (it is only sufficient to declare them and 

to keep them in a site that is declared to the customs authorities).  

To secure that this system is functioning effectively and that the legitimate expectations of the taxpayers 

are protected, it is absolutely necessary to ensure that the customs authorities will also electronically 

provide a backlink, feedback and confirmation of the final results of customs clearance and investigations. 

For example, it is important to inform the taxpayer of the fact that certain customs procedures are not yet 

fully completed and their results may be reviewed (such information should be available to him in 

electronic customs databases). On the other hand, as it is confirmed by the recent Lithuanian practice 

(since 2013, i.e. after the adoption of the UCC), the results of electronic customs procedures are quite 

often challenged in a tax disputes (the official information system of Lithuanian courts ‘LITEKO’ 

recorded at least six such cases relating to the use of electronic customs declarations that were examined 

in the Supreme Administrative Court of the Republic of Lithuania; Lithuanian courts information system 

‘LITEKO’, 2017).  

In particular, we can distinguish cases (see administrative cases No. A-261-1338/2013, A-143-1314/2013, 

A-143-787/2013, A-143-776/2013, A-143-56/2013 and A-261-453/2013; Lithuanian courts information 

system ‘LITEKO’, 2017), when the goods that were imported to the Republic of Lithuania (basically only 

one category of goods – cars (transport vehicles)), and on the basis of electronic declarations 

(notifications), they were placed under the inward processing procedure (currently regulated by the article 

256 of the UCC). The result of this customs procedure (i.e. proper completion of the procedure) should be 

the export of the processed goods from the customs territory of the European Union  because it is in this 

case when an obligation to pay customs duties on the EU customs territory does not arise (see, e.g. Article 

250 of the UCC). However, as it is confirmed by these cases, even after finishing (closing) customs 

clearance procedures and after the submission of an electronic declarations about their completion (i.e. the 

export of relevant goods), the legal status of customs procedures (e.g. the fact that the relevant goods were 

really exported) has been successfully questioned by the customs authorities on the basis of other factual 

evidence (non-electronic documents, such as written information received from the third countries and 

written sources of evidence from criminal investigations case). In all such cases, the Supreme 

Administrative Court of Lithuania as well as the customs authorities themselves, has adopted the decisions 

that were unfavourable to taxpayers and under additionally payable amounts of customs duties, were 

registered.  

In other words, in all these cases, the national courts, basing their practice on the practice of the CJEU 

(namely, case C-230/06, Militzer & Münch GmbH v Ministero delle Finanze, 2008), agreed that the mere 

formal presentation of electronic sources evidence (such as primary electronic declarations and 

notifications) does not release the taxpayers from the import tax obligations potentially arising because the 

customs procedure has not been properly completed. For example, as it was stressed in the ruling of the 

panel of judges of the Supreme Administrative Court of Lithuania of 22 March 2013 in the administrative 

case No. A-261-453/2013, 2013, data extract from the electronic computer system cannot be considered as 

an adequate proof of completion of customs procedures and cannot create any legitimate expectations or 

legal certainty regarding proper implementation of customs procedures. Therefore, the electronic records 

of the computer systems are only considered as the fixation of some legal action (or fact); the presence of 

such records does not deny the right of customs authorities to carry out all the additional control measures 

that are considered as necessary to ensure the proper implementation of customs legislation as well as to 

take all measures that are necessary to regularise the situation of goods in respect of which a certain 

customs procedure has not been completed under the conditions set in the customs legislation. Thus, even 

in the presence of an appropriate electronic record that proves the completion of customs procedure (in 

this case, the inward processing procedure), such procedures can later be recognised as not properly 
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completed, for example, if disputed goods have not been delivered to the destination customs office (see 

also the ruling of the panel of judges of the Supreme Administrative Court of Lithuania of 7 May 2013 in 

the administrative case No. A-143-56/2013, 2013). 

In this case, although the Lithuanian judicial practice can be explained and justified by the existing 

practice of the CJEU (case Militzer & Münch GmbH v Ministero delle Finanze, 2008, and case C-300/03, 

Honeywell Aerospace GmbH v Hauptzollamt Gießen, 2005), the relative numerousness of such disputes 

on the national level causes the need to improve electronic systems of customs procedures and to 

introduce additional safeguard measures for the taxpayers. For example, according to the currently 

existing rules for issuing authorisations to perform specific use and inward processing customs procedures 

(28 April 2016 Order No. 1B-344 of the Customs Department under the Ministry of Finance of the 

Republic of Lithuania, 2016), when the customs authorities make a decision rejecting the taxpayer's 

request for completion of the customs procedure, he or she  should get an appropriate electronic message 

‘The decision to suspend the release of exported goods’ (E551LT), see para. 13 of these rules. In addition, 

according to the para. 21 of the rules, customs officials who are examining the accepted electronic request 

of a taxpayer for a completion of customs procedure should immediately check whether the information is 

complete and there are no doubts on its credibility and certainty of documents that were submitted 

together with the request. On the other hand, to safeguard the legitimate expectations of the taxpayer, the 

commented rules should clearly establish the provision that even a receipt of positive primary decision 

shall not release the person from the obligation to provide additional evidence later (this should also be 

reported to the taxpayer). At the same time, certain cases should be specified and clearly defined when, 

even after a preliminary investigation of taxpayer’s request and adoption of a positive decision, additional 

investigation procedures can be initiated once again (e.g. upon reception of certain information from a 

third parties/countries). This is especially important for the investigation of customs procedures related to 

an individual specific group of goods, such as motor vehicles (cars), because all the practical disputes 

were solely associated with them. Such provisions could create a greater legal certainty and increase 

taxpayers' confidence to use the electronic customs procedures. 

Conclusions 

The adoption of the UCC in 2013 and its entry into force in 2016 was the result of the modernisation of 

the EU customs and trade legislation that regulates uniform administration of customs duties and other 

import taxes in the EU Member States and application of other related international trade regulatory 

measures towards the third countries that are trading with the European Union. Therefore, the main aims 

of the UCC are, first, the creation of the paperless environment for the international trade operations 

throughout the European Union and its individual Member States (full electronic declaration of customs 

procedures) and, second, ensuring of even a more harmonised administration of customs duties in the tax 

and customs authorities of the Member States in the European Union (comparing the level that was 

achieved since the adoption of the CCC in 1992).  

Considering regulation of the key elements of the EU’s Common Customs Tariff (tariff classification, 

origin, and value of imported goods), after the adoption of the UCC, tariff classification has changed only 

minimally. However, regarding the rules of customs origin, we should stress that the UCC regulates the 

acquisition of non-preferential origin of goods much more in detail and sets clearer criteria that define 

non-preferential origin. Certain changes have taken place in the customs valuation area: here the customs 

valuation methods remain the same but the procedures for calculation of transaction value were revised.  

Notwithstanding, after the adoption of the UCC, the biggest changes took place in the field of customs 

clearance procedures. The UCC provides that general import declaration and other customs declarations 

shall be submitted electronically, and until 2020, all the data exchange between customs authorities and 

taxpayers must take place in electronic environment. The UCC also provides the possibility to carry out 

centralised customs clearance and ensures facilitation of customs procedures for international trade 

operators that acquired the special status of the Authorised Economic Operator. Besides, the UCC has also 



72 
 

limited the rights of the EU Member States to regulate this area of legal relations by reducing the scope of 

their powers to enact national customs laws on specific issues (which existed previously). 

The theoretical analysis that aimed to explore the practical implementation of the UCC in the EU Member 

States (considering the Republic of Lithuania as an example) leads to the conclusion that on the formal 

level, the Republic of Lithuania has taken some necessary steps to ensure the compatibility of its customs 

legislation with the provisions of the UCC. It introduced a completely brand and new Law on Customs 

(2016), which regulates mainly the status of the national customs authorities and completely removed old 

national regulations on customs value, customs origin or tariff classification of goods. It has also changed 

the system how disputes with customs and appeals against the decisions of customs authorities are 

examined and is rapidly moving towards the full achievement of a goal to ensure full electronic exchange 

of data between the customs authorities and taxpayers. 

However, the practical research based on the national judicial practice since 2013 and its comparison with 

the relevant practice of the CJEU, which is binding for all the EU Member States, has shown that even 

despite these changes, some problematic areas in the national legal system remain. For example, the 

national courts still continue to apply the specific national customs valuation rules for imported motor 

vehicles that differ from the provisions of the UCC and may be considered as not having a sufficient legal 

background, the burden to prove the customs origin of imported goods is also perceived differently than 

described in the UCC and even in the newest practice of the CJEU and, finally, we may notice a lack of 

legal guarantees that the results of electronic customs clearance procedures will not be changed without 

sufficient reason.  

Therefore, we should state the successful practical implementation of the UCC in all the Member States of 

the European Union has not yet been achieved and its efficient functioning needs further national 

legislative developments (such as withdrawal of national rules on customs valuation, changes in the 

national customs inspections rules to regulate procedures for the establishment and proving of customs 

origin of imported goods), replacement of rules, regulating electronic formalisation of customs procedures 

to ensure more effective feedback and backlink between customs authorities and taxpayers). 
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Abstract. The aim of the article is to present and compare the major sources of financing of physical investments in 

Poland and Latvia and to attempt to identify their determinants. The subject of the diagnosis is the corporate sector in 

Poland and i Latvia in the years 2005–2015.The article uses methodology, developed by C. Mayer, J. Corbett and T. 

Jenkinson, that is based on the net sources of finance. The financial data analysed in the article come from the capital 

and financial accounts, constituting the element of the integrated system of national accounts. Assuming that in a 

given period of time, the sources of finance (revenue) are equal to their use (expenditure), it is possible to estimate 

the structure of financing of physical investments in the corporate sector. The practical dimension of the analysis 

should be viewed as an indication for identifying changes in the area of financing of physical investments in 

enterprises in the two countries. 
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Introduction 

One of the major drivers behind every economy is investment, including investment implemented by the 

corporate sector. Economic entities engage in investment activity as this is a prerequisite for their effective 

performance, stable market position and keeping up with the competition (Pastusiak, 2010). Literature 

identifies two major trends in defining investment. One – the monetary trend – perceived investments as 

the movement of money. This means that the material dimension of an investment is not emphasised, but 

investments are treated as the flow of funds involving outflows and inflows of capital. The physical trend, 

also referred to as material, highlights the necessity to achieve a material effect of a given investment. An 

important role in this approach is played by the balance sheet as the compilation of an entity’s assets and 

sources of finance. According to the physical approach, turning capital into assets or using new capital is 

perceived as investment (Rogowski 2013). 

A number of authors (Jajuga, Słoński 1997, Wypych, 2007, Rogowski, 2013) define investments as long-

term, risk-carrying allocation of economic resources (as investment outlays) aimed at a future benefit. 

They highlight their characteristic features, such as: 

 outlay (the allocation of own capital, usually at the cost of current consumption, and external 

capital through asset acquisition), 

 benefit (the expected outcome of an investment), 

 time (how long capital is engaged and how long it takes to achieve a benefit), 

 risk (the chance of deviations from the expected value of planned outlays and costs, benefits from 

the time of capital engagement, the length of the lifecycle of an investment).  

In terms of what an investment concerns, there are two major types of investments: physical investments 

(tangible assets and intangible assets, but those that carry ownership rights – licenses, trademarks and 

patents) and financial (capital) investments – in financial and capital market instruments (Towarnicka 

2000). On the basis of the general definition of an investment, physical investments of enterprises are risk-
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carrying expenditures of an investor’s funds (own and /or external) on creating and/or rebuilding of fixed 

tangible assets and currents assets in order to achieve expected benefits in the future. Physical investments 

are usually made with the view of long-term exploitation. Accordingly, managers have to manifest due 

diligence whilst planning investment outlays and the sources of their financing and they need to make 

projections for their financial and economic implications in the future. 

The aim of this article is to present and compare the major sources of financing of physical investments in 

the corporate sector and to attempt to identify their determinants. The article uses the methodology of the 

net sources of financing proposed by Mayer.  

The subject of the diagnosis is the corporate sector in Poland and Latvia in the years 2005–2015. The 

article presents the review of reference literature and the analysis was conducted based on the information 

from primary sources, that is, the national accounts of the two countries. 

Methodology 

The prerequisite for any investment, including a physical investment, is access to capital. Two sources can 

be indicated: equity capital and debt capital. Equity capital comprises funds at an enterprise’s disposal 

contributed by its owners (e.g. retained profit, depreciation), whilst debt capital includes funds at an 

enterprise’s disposal on a temporary basis provided by its creditors, for example, long-term bank loans, 

bonds and leasing (Sierpińska, Jachna 2004).  

In order to compare two basic sources of finance for physical investments,  the article applies the 

methodology of net sources of finance developed by Mayer (1988, 1990). Investments cause economic 

flows, creating economic value. Hence, it seems justified to ground research in financial flows. The 

methodology pioneered by Mayer applies the flows of funds, instead of their balances, correcting the gross 

sources of finance by their use in order to estimate a net contribution from banks, equity capital, 

commercial papers, trade credits and other instruments to the financing of the corporate sector (Suzuki, 

Cobham, 2005).  

One of the universally available sources of data on the flow of funds in enterprises is the European System 

of National and Regional Accounts. It is used to estimate flows of funds to and from the domestic 

corporate sector as a whole (Corbett, Jenkinson, 1997). The European System of National and Regional 

Accounts (ESA 95) offers a coherent international methodological and accounting standard that can be 

used for in-depth analysis of an economy, its structure and links with other economies (Council 

Regulation (EC) No 2223/96 1.01). The strength of national accounting is the fact that the system is 

adjusted to market economy and verified in practice.  

Figures used to estimate physical investments in the corporate sector were obtained from two accounts, 

out of four accounts recording the accumulation, that is, the capital account and the financial account, 

characterised briefly in Table 1. 

 

Table 1. The capital and financial accounts (Source: own elaboration based on Samborski (2011) and Studia i 

analizy statystyczne (2016)) 

Specification Characteristic 

The capital  

account  

It describes the changes in the value of non-financial assets held by institutional entities. The 

aim of the accumulation accounts is to present the process of capital transactions financing 

(i.e. investments and an increase in tangible working capital as well as acquisition and 

disposition of financial assets and liabilities). The capital account shows the acquisition of 

non-financial revenue and capital transfers for the capital transactions financing. On the 

revenue side (the sources) (the changes in liabilities and net worth) of the capital account are 

recorded as the net savings and capital transfers. The growth of non-financial assets and 

depreciation of fixed assets are recorded on the expenditures side (the uses) (i.e. the changes 

in assets) of the capital account. The balancing item of the capital account is the net lending 
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(+) or the net borrowing (−).  

 

The financial 

account 

This account records the financial transactions of financial assets and liabilities that occur 

between institutional entities and between these entities and abroad. The assets changes side 

of this account records the acquisition of financial assets less their use, that is, the increase in 

financial claims, whereas the liabilities changes side and net worth records the incurrence of 

liabilities less their repayment, that is, the increase in financial obligations. As it has already 

been mentioned, the financial account does not have a balancing item, transferred to the next 

account; however, the net result of this account and the net incurrence of liabilities less the net 

acquisition of financial assets equal in values but with the opposite sign of the net 

receivables/payables – the item balancing the capital account. 

 

The net result of the financial account (the net incurrence of liabilities less the net acquisition of financial 

assets) is equal in value but with the opposite sign, to the balancing item in the capital account (the net 

receivables/payables). This results from the fact that in a given period, the sources of finance in the 

corporate sector (revenues) are equal to their use (expenditure). Hence, based on the flow of funds 

account, it is possible to estimate the structure of financing in the corporate sector. We should remember 

that part of the funds raised by enterprises is contributed towards the accumulation of financial assets. In 

consequence, the identification of the sources of finance for physical investments involves subtracting the 

net acquisition of financial assets (an increase in financial claims) from the net incurrence of liabilities (an 

increase in financial obligations). The logic behind the estimation of the sources of finance for physical 

investments in the corporate sector is presented in Table 2.  

 

Table 2. Flow of funds account (Source: own elaboration based on Samborski (2011)) 

‘Net pay-off’ method 

Gross revenues (Gross sources) Gross expenditure (Gross uses) 

1. Gross saving  9. Currency, deposits and loans  

2. Loans  10. Shares and other equity  

3. Shares and other equity  11. Securities other than shares  

4. Securities other than shares  12. Other accounts (receivable/payable)  

5. Other accounts (receivable/payable)  13. Capital transfers  

6. Capital transfers  14. Other(insurance technical reserve)  

7. Other (insurance technical reserve)  15. Gross capital formation  

8. TOTAL REVENUES (TOTAL SOURCES) 16. TOTAL EXPENDITURE (TOTAL USES) 

‘Net balance’ method 

Net  sources Net  uses 

Internal (1)  

Bank finance (2-9 )  

New equity (3-10 )  

Bonds (4-11 )                 

Trade credit (5-12 )          

Capital transfers (6-13 )    

Other (7-14 )       
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Following the logic presented in Table 2, we can determine the significance of different sources of finance 

used in financing physical investments in the corporate sector within a given period of time. This 

procedure, however, does not show how specific investment projects are financed in particular enterprises.  

Diagnosis of the condition of non-financial corporations in Poland and Latvia. The evaluation of the 

economic condition and investment processes in Poland’s and Latvia’s corporate sectors was conducted 

based on the selected macro-economic indicators classified by Eurostat as key indicators (Table 3). 

 

Table 3. Key indicators of non-financial corporations in Poland and Latvia, 2005–2015 (Source: own elaboration 

based on Eurostat Database (2017)) 

Specification 

Year 

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 

 

POLAND 

Investment rate (%) 23.24 24.89 27.61 27.68 23.87 21.16 21.84 21.67 21.55 22.10 22.59 

Profit share (%) 48.53 49.30 47.79 46.10 50.33 49.43 49.95 50.09 50.39 50.25 51.78 

Gross return on capital 

employed before taxes (%) 
26.04 25.54 22.97 25.08 27.61 27.68 30.34 28.87 28.09 28.03 30.53 

Net debt to income ratio after 
taxes (%) 

151.45 138.62 178.67 237.30 161.83 134.89 151.12 175.81 177.91 180.61 166.77 

Net return on equity after 

taxes (%) 
13.57 14.33 12.04 15.07 18.54 20.58 25.39 22.95 22.55 24.02 26.57 

 

LATVIA 

Investment rate (%) 36.74 38.55 40.06 35.18 24.84 19.62 23.72 28.22 26.49 24.60 25.35 

Profit share (%) 51.43 47.59 44.38 41.21 46.32 50.30 53.67 52.49 50.97 48.20 45.94 

Gross return on capital 

employed before taxes (%) 
40.36 31.77 28.26 25.33 26.29 27.32 30.89 31.72 30.62 27.76 : 

Net debt to income ratio after 

taxes (%) 
181.21 278.70 344.44 599.31 488.34 439.08 321.30 268.98 246.11 302.59 : 

Net return on equity after 

taxes (%) 
44.30 31.55 26.97 18.08 26.23 27.62 35.89 29.39 27.13 24.44 22.92 

: not available 

 

The gross investment rate of non-financial corporations is defined as gross fixed capital formation divided 

by gross value added. This ratio relates the investment of non-financial businesses in fixed assets 

(buildings, machinery etc.) to the value added created during the production process. The gross investment 

rate in Poland’s corporate sector in the years 2005–2015, except for 2010, remained significantly below 

the values observed in the Latvian economy in the same period. The average share of gross expenditure on 

NET SOURCES (8-9-10-11-12-13-14) PHYSICAL INVESTMENT (15) 

Internal = gross savings; bank finance = short-term loans+ long-term loans; bonds = securities other than shares; 

shares = shares and other equity; other accounts receivable/payable = trade credits and advance payments + other 

receivable and payables except for  trade credits and advance payments; other = technical and insurance 

reserves; currency and deposits =  currency and deposits +  short-term loans + long-term loans; physical 

investment =  gross capital formation = gross fixed capital formation +  changes in inventories +  changes in 

valuables 
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fixed assets in gross value added stood at 23.4%. In the years 2005–2008, there was a growing trend 

concerning in this area, which peaked at 27.68% in 2008. The consequence of the global financial crisis 

was a drop in 2009 – to 23.87%, the lowest value, however, was reported in 2013 – at 21.55%. In Latvia, 

the years 2005–2007 saw a steady growth in the investment rate, reaching the peak of 40.06% in 2007, 

only to fall to 24–25% in the years 2008–2015. The lowest value was reported in 2009 – 19.62%, 

considerably lower than the average (29.40%) in the country in the researched period of time. 

The profit share of non-financial corporations is defined as gross operating surplus  divided by gross value 

added. This profitability-type indicator shows the share of the value added created during the production 

process remunerating capital. In the years 2005–2015, the Polish sector of non-financial corporations 

reported a slightly higher value of the operational surplus share in gross value added, which was 49.54% 

compared to that of Latvia, which stood at 48.41%. In Latvia, the indicator was volatile, whilst in Poland, 

it grew steadily starting in 2011. 

A gross return on capital employed, before taxes, of non-financial corporations is defined as a gross 

operating surplus divided by major financial liabilities. The latter include currency and deposits, debt 

securities loans and equity and investment fund shares/units. The indicator is a measure of the 

effectiveness of capital allocation in an economy. In 2005–2015, Poland had an average share of a gross 

operating surplus in net financial liabilities at the level of 27.34%. In the subsequent years, the indicator 

stayed high, exceeding 30% in the years 2011 and 2015, which indicates the improvement in capital 

allocation in the corporate sector in Poland. In Latvia, the average rate of the indicator in 2005–2015 was 

30.03%, with the peak of 40.36% reported in 2005 and the trough of 25.33% in 2008. In the years 2009–

2012, the indicator grew steadily to reach 31.72%, only to fall to 27.76% in 2014. The volatility of the 

indicator reveals the problems that Latvian corporation had with effective capital allocation.  

A net debt-to-income ratio, after taxes, of non-financial corporations is defined as main financial liabilities 

divided by net entrepreneurial income less current taxes on income and wealth. Main financial liabilities 

include currency and deposits, debt securities and loans. The indicator shows the ability (or inability) of 

the corporate sector to pay its current obligations from operating activity. In 2005–2015, the net debt-to-

income ratio, after taxes,  was very volatile in Polish non-financial corporations. From 2010 to 2014, it 

grew substantially from 134.98% to 180.61%, which means a deterioration in the capacity of the corporate 

sector to pay current obligations from operating activity. The situation improved in 2015 when the ratio 

fell to 166.77%, which is still relatively higher than that in 2010. In Latvian corporations, in turn, the 

ration increased in the years 2006–2008, reaching the peak at 599.31%, only to fall gradually to 246.11% 

in 2013, which was the lowest level in the researched period. It recovered in 2014 when it increased to 

302.59%.  

A net return on equity, after taxes, of non-financial corporations is defined as net entrepreneurial income 

less current taxes on income and wealth divided by equity and investment fund shares/units, liabilities. In 

2005 and 2006, the Polish corporate sector had a net return on equity, after taxes, of approximately 14%. 

It fell to the lowest value of 12.04% in 2007, whilst from 2008, it started to grow to reach 26.57% in 2015. 

This means the improved effectiveness of equity capital allocation in the corporate sector. In Latvia’s 

corporate sector, the years 2005–2008 saw a steady decrease in a net return on equity, after taxes, from 

44.30% to 18.08%, the lowest value in the researched period. In 2009–2011, the ratio gradually increased 

to reach 35.89%, only to fall again over the subsequent years to 22.92% in 2015.  

Results 

In the years 2005–2015, significant changes occurred in the ways of financing physical investments in the 

sector of non-financial corporations operating in Latvia (Table 4).  
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Table 4. Sources of financing of physical investments in Polish and Latvian non-financial corporations, 2005–2015 

(Source: own elaboration based on Eurostat Database) 

Specification 

Year 

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 

POLAND 

Internal (%) 121.81 110.37 85.04 102.53 146.68 143.86 138.18 141.03 157.87 142.77 151.63 

Bank finance (%) −9.29 17.00 18.14 48.73 −9.50 −16.65 18.79 27.23 4.26 5.24 2.77 

New equity (%) 9.43 22.21 34.48 −12.20 7.34 −16.41 −13.14 19.98 8.14 0.00 −8.44 

Bonds (%) −3.26 −5.22 6.88 −1.06 −1.24 3.23 12.37 8.81 4.94 8.56 1.60 

Trade credit (%) −1.50 −16.24 14.27 3.52 0.00 0.00 5.62 −12.12 0.00 −2.21 8.96 

Capital transfers (%) 5.43 7.04 4.77 6.27 11.07 5.98 5.47 9.61 11.39 6.98 13.63 

Other (%) 0.00 −0.01 −0.01 −0.01 −0.01 −1.32 −1.27 −0.01 −1.29 −1.10 −0.01 

LATVIA 

Internal (%) 64.61 41.18 44.27 48.94 161.77 175.61 130.90 122.10 125.12 136.82 133.18 

Bank finance (%) 34.41 53.19 47.82 35.45 −22.12 −11.60 16.40 −25.82 −5.82 −58.98 6.82 

New equity (%) 0.00 8.36 −16.18 −4.76 −3.02 9.96 70.22 −41.17 11.53 12.75 18.94 

Bonds (%) 2.38 0.00 −0.01 −1.65 −0.01 −4.71 −2.31 1.80 2.72 3.60 1.06 

Trade credit (%) 21.64 12.28 24.89 9.50 29.34 −10.56 −2.46 −6.62 −45.15 61.65 −16.44 

Capital transfers (%) 4.23 4.62 4.51 2.74 16.91 24.57 9.59 9.23 7.11 13.73 8.67 

Other (%) −0.01 0.00 −0.01 0.00 −0.01 0.00 0.00 0.00 0.00 1.01 0.00 

 

In 2005–2008, internal financing remained on a relatively low level, ranging from 41% to 64%, only to 

rise significantly, starting in 2009, exceeding the level of 100%. Internal financing was the highest in 2009 

– at 161.7% – and in 2010 – at 175.61%. Also in the subsequent years, 2011–2015, physical investments 

of Latvian non-financial corporations were predominantly financed from interval sources.  

In Latvia, the way of financing physical investments is strongly correlated with the country’s economic 

situation. In the economy of Latvia, one of the Baltic tigers, three periods can be differentiated: the 

economic boom (2004–2007), the economic downturn (2008–2010) and the economic recovery (after 

2011), which is illustrated by the data in Table 3.  

Latvia’s economic boom was characterised with a high economic growth rate stemming mainly from 

strong domestic demand. In 2005–2008, Latvian corporations financed their physical investments from a 

variety of sources – both internal and external. The use of corporations’ own capital was supported with 

bank loans. This was facilitated by the modern, restructured banking system developed with the 

involvement from foreign banks, Scandinavian in particular, and German capital. In late 2007, Latvia had 

31 banks, including foreign subsidiaries. In 2005–2007, there was an increase in an annual inflation rate – 

from 6.2% to 10.1% – which contributed to the depreciation of the Latvian lats. In consequence, price 

competitiveness decreased and costs went up. At the same time, real interest rates remained relatively low, 

which translated into growing debt in both households and corporations. It should be emphasised that the 

majority of loans were granted in foreign currencies. Latvia, the fastest growing economy in Europe, until 

then started to feel the coming economic crisis, still unaware that it would strike the hardest blow to the 

economic growth in the EU member states (Gostomski 2014). 

In 2008–2010, Latvia, similar to many other countries, was affected by an economic downturn caused by 

the global financial crisis. In 2009, its GDP fell to an all-time low – 14.3% down on the previous year – 

and the unemployment rate increased to almost 20%. This was mainly caused by a fall in investment 

expenditure and a decrease in consumer consumption. Latvian banks reduced borrowing to both corporate 
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and individual customers, which led to a fall in internal demand. It should be noted that in 2008, one of the 

largest Latvian banks – Parex Banka – faced a massive bank run and the withdrawn deposits were 

exchanged into foreign currencies. This state of affairs was attributed to the operations of the Swedish 

government, which offered substantial bailouts to its banks, also the ones present on the Latvian market. 

As a result, many customers of Parex Banka chose to transfer their deposits to those banks. Only thanks to 

the assistance from the Latvian government, which bailed out the bank in return for an 85% stake, Parex 

avoided bankruptcy (Gostomski 2014, Havemann 2010).  

From 2009, it could be observed that more loans were paid back rather than taken out by corporations. 

The weakness of the economy caused enormous payment backlogs, making it impossible to support the 

financing of corporate operations in Latvia with trade credit.  

As a result of the outflow of foreign capital, Latvia had to resort to applying for international assistance, 

comprising funds acquired from the European Union, the International Monetary Fund, Nordic countries 

(Denmark, Estonia, Finland, Norway and Sweden), World Bank and the Bank for Reconstruction and 

Development. Aid was granted on condition that Latvian authorities agreed to implement rigorous 

austerity and corrective measures. In late 2008, the government adopted the Economic Stabilisation and 

Growth Revival Programme, which aimed to strengthen the financial sector, reduce fiscal imbalance and 

maintain the lats exchange rate within ERM II. The reforms and outside financial aid contributed to the 

recovery of the Latvian economy from the crisis, whilst from 2011, the major macroeconomic indicators 

started to improve. Another effect of the reforms was also Latvia’s accession to the euro zone in 2014 

(National Bank of Poland 2014).  

The signs of recovery in the Latvian economy did not fully translate into the ways of financing physical 

investments of non-financial corporations. On the basis of the data presented in Table 4, it can be 

concluded that managers, who remembered the experiences of the economic crisis, preferred to use 

internal capital, whilst manifesting reluctance to acquire capital from other sources of financing. Payment 

backlogs and poor use of corporate bonds are still a problem in Latvia. Moreover, the shallow stock 

market in the country fails to play an important role in raising funds to finance investments, despite the 

occurrence of single events, for example, a rapid growth in the share price of the logistics company 

Ventspils Nafta (by nearly 200% within several days in September 2015), following the announcement by 

the fuel concern Vitol informing about the acquisition of a 93% stake in Ventspils Nafta for USD 80 

billion.  

Figure 1 presents the shares of internal financing and bank financing (as the second most important source 

of finance for physical investment) in the sector of non-financial corporations against the gross investment 

rate in Latvia’s economy in the years 2005–2015. 

 

Fig. 1. Investment rate, internal and bank finance of Latvian non-financial corporations, 2005–2015 

(Source: own elaboration based on the Eurostat Database) 
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Whilst discussing the situation in the Polish economy, it can be assumed that it went through the stages 

similar to the Latvian economy, that is, a growth stage, a slowdown stage and an economic recovery after 

2011. Poland, similar to Latvia, struggled with the consequences of the world crisis in 2009, but in the 

case of Latvia, a term often used is the overheating of the economy, whereas Poland went through the 

economic downturn more gently. 

On the basis of the data presented in Table 4, it can be stated that Poland’s sector of non-financial 

corporations also tends to use internal financing more frequently than bank loans. In the researched period, 

only in 2007, this value went below 100%. In the other years, however, it exceeded 100%, with a 

significant growth occurring after 2008 and lasting until 2015. It is worth to note that in the analysed 

period, the corporate sector experienced a considerable reduction in the gross investment rate. Weaker 

investment activity in the corporate sector was accompanied by a significant improvement in its 

performance. As a consequence, the period of the intensive restructuring of Poland’s economy was 

followed by an increase in the share of internal financing sources in the structure of financing physical 

investments. Figure 2 shows the use of internal and bank financing of physical investments in Poland’s 

sector of non-financial corporations against the investment rate.  

 

Fig. 2. Investment rate, internal and bank finance of Polish non-financial corporations, 2005–2015 

(Source: own elaboration based on the Eurostat Database) 

 

The Polish economy is dominated by small- and medium-sized enterprises, which by nature should 

support their growth with bank finance. Yet, in 2005 and 2009–2010, Polish businesses paid back more 

loans than they took out. It is estimated that approximately 20% of enterprises in Poland have not taken 

any loans for their entire period of operation. The data lead to a conclusion that a large number of 

enterprises operate – out of choice or necessity – without financing provided by bank loans. The survey 

conducted by the National Bank of Poland (Poland’s central bank) revealed that the main reasons why 

enterprises were not interested in bank financing were their own sufficient resources and the use of non-

bank finance. This means that financial security is more important for enterprises than the opportunity to 

take advantage of high positive leverage.  More specific reasons for adopting the attitude of a discouraged 

borrower towards the possibility of obtaining a bank loan to support the growth of an enterprise can be 

identified as uncreditworthiness, high costs of a loan and unfavourable repayment conditions, a mismatch 

between a bank offer and the needs of an enterprise, overly complex procedures, the reluctance of 

enterprises to reveal their documentation, concerns related to credit terms, market uncertainty, bad 

experiences of cooperation with a bank and fear of the rejection of an application (Sawicka, Tymoczko, 

2014).  

In Poland, as in many other countries in the wake of the 2008 crisis, the banking sector attempted to 

implement favourable loan policies for enterprises by introducing low margins and applying more lenient 

risk assessment in particular sectors. Special programmes were pursued, aiming to encourage the use of 
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Tymoczko, 2014)  

 offering loans to banks so that they can provide borrowing to enterprises, 

 introducing a system of guarantees for enterprises applying for loans whilst not having collateral, 

 giving access to interest-free funds by the central bank to domestic banks in order to support 

borrowing targeted at small- and medium-sized enterprises, 

 grating loans with reduced interest repayment to small- and medium-sized enterprises. 

According to the representatives of banks, the programme of guarantees has helped to reach many 

enterprises that would not be granted a bank loan on commercial terms, which contributes to reduced 

borrowing discouragement, especially amongst small- and medium-sized businesses.  

Considering the remaining sources of finance for physical investments, it should be stated that in Poland, 

capital acquisition from the stock exchange through the issuing of a corporation’s shares plays a more 

important role than bond issues. Significant factors determining the volume of capital acquired through the 

issuing of securities on the stock exchange are the climate on the stock exchange and the size of 

investments planned by corporations. It should be added that Poland has an alternative to the issuing of 

bonds, which is – in addition to bank finance – the OTC corporate bond market, run by banks. Moreover, 

Poland’s bond market is still relatively young, has limited liquidity and carries significant risk for 

investors. 

The use of trade credit in supporting the growth of the corporate sector in Poland is stronger than that in 

Latvia, which does not mean that Polish corporations did not experience payment backlogs, the severity of 

which intensified in the years 2005–2006, 2012 and 2014.  

Conclusions 

The choice of the suitable source of capital used to finance investment is one of the crucial problems faced 

by corporations, especially that they can use a variety of ways of capital acquisition, depending on their 

needs and capabilities (share and bond issues, commercial papers, bank loans). According to Meyer 

(1984) and his concept of the hierarchy of sources of finance, investment projects are first financed from 

internal and then from external sources.  

The comparative study on the ways of financing physical investments in Poland’s and Latvia’s sectors of 

non-financial corporations confirms this theory. It should be additionally pointed out that the 

diversification (or its absence) of sources of financing growth depends, inter alia, on the differences 

between the economies in macroeconomic terms, the characteristics of a market financial system and 

factors typical of a given market (e.g. cost of capital), legal regulations, alternative methods of capital 

acquisition and their accessibility, including the role of a stock exchange, as sources of raising capital. 

Taking all these factors into account, it can be stated that: 

 A macroeconomic situation, before, during and after the world crisis, significantly affected the 

way of financing physical investments by corporations in the two countries. 

 Both Polish and Latvian corporations prefer financing based on internal sources. On the one hand, 

this was caused by limited investment activity during the crisis, which contributed to the 

accumulation of internal capital; on the other hand, internal capital is a safer source of finance. 

 The reluctance of corporations to use bank finance was triggered by the condition of the banking 

sector and the terms of loan provision. 

 Both Polish and Latvian corporations, in a limited scope, finance physical investments through the 

stock or bond market. 

 Trade credit, which is not a primary source of financing investment, also did not play a positive 

role. The threat that in the Latvian corporate sector, long-term payment backlogs may contribute 

to many bankruptcies exists.  

Putting aside the size of the countries, the number of corporations and the share of particular sectors in the 

growth of the national economies, it should be stated that what the countries have in common is the fact 
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that both Poland and Latvia have been in transition towards market economy since the early 1990s. The 

corporations in the two countries face new prospects of financing their growth. There are grounds for 

optimism as recent years have seen the activity of the banking sector aiming to stimulate borrowing 

amongst corporations. Additionally, the EU membership of the two countries gives them more opportunity 

with respect to the freedom of capital flows. Finally, initiatives pursuing the strengthening of the stock 

exchanges as the markets for acquiring funds for investment activity also play a significant role.  
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Abstract. The World Health Organization (since 1998) recognises that many modern diseases and disorders 

(including social problems) are caused by risky behaviour. Youth risky behaviour is generally defined as a behaviour 

that directly or indirectly threatens the young person's well-being and health. This is usually understood as smoking, 

abuse of alcohol and psychoactive substances and early initiated and unprotected sexual relations. However, the risky 

behaviour also includes basic things such as the failure to comply with diet regimen, sedentary lifestyle, not wearing 

the safety belt in the car and failure to wear a helmet whilst cycling or rollerblading. Adolescence itself is a risky 

span of the human life, as it is associated with moving from childhood into the adult world and intensive search for 

the personal identity. To ensure a consistent development of personality, adolescent risky behaviour prevention 

include harmonisation of education processes to help teenagers to develop responsible behaviour skills by reducing 

the risk factors and increasing protective factors. The article aims to overview the factors that influence youth risky 

behaviour and the factors that determine the planning and organisation of preventive activities for the pupils in the 

higher classes of the schools of general education. The study was completed in the form of a questionnaire that was 

conducted in the schools of the Lithuanian Republic in 2016. The results of the study describe trends of the 

prevention policies applied in the system of education, considering the national context of the individual Member 

States of the European Union. 

Keywords: youth risky behaviour; adolescence; prevention of risky behaviour; schools of general education. 

JEL Classification: I21; I28; I29. 

Introduction 

Recently, in the world and in Lithuania, much attention is paid to the research on adolescent behaviour 

and the implementation of prevention activities in general education schools. The term ‘prevention’ (Lat. 

praevenire – preventing) is generally understood as an activity for controlling certain negative phenomena 

in human and society life or to reduce their potential effects (Dictionary of International Words 2000). 

In the sphere of social relations, prevention is defined as a certain social policy and social activity that is 

used to reduce specific and predictable problems of society, protect public welfare and develop desirable 

forms of person’s behaviour (Valantiejiene et al. 2010). The theoretical and practical analysis of 

preventive activities is particularly important for the science of education because the value system of 

children as participants in the educational system is very fragile and quickly affected (Bankauskienė 

2013). Thus, the negative factors and the risky behaviour influenced by the negative factors especially 

harm young people and children because the system of their values is still not formed. In addition, the 

formation of the education system is significantly impacted by economic changes, the growing popularity 

of new media and other factors that are known to have negative social effects. To control these negative 

effects, children need to be taught skills of decision-making, motivation, flexibility and self-control to 

effectively manage their life (Lopes, Solovey 2004; Sklad et al. 2012; Farmer et al. 2013). Therefore, 

protection against negative social phenomena such as violence, bullying, alcohol, drugs, tobacco, suicide 

and non-attendance of school greatly contributes to the development of students' learning environment 

that supports safe and healthy lifestyle (Reeves, Kanan, Plog 2010) and reduction of risky behaviour 

amongst adolescents. The specified circumstances determine the relevance of chosen theme and its 

practical significance in the context of the science of education (educology/pedagogics). 

It is also important that the provisions of the legislation enacted by the United Nations, the European 
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Union and the Republic of Lithuania (e.g. Law on Education of the Republic of Lithuania, 2016) 

emphasise that a safe school environment is the most important factor for the implementation of general 

prevention oriented to all children. The implementation of systematic prevention activities in schools of 

general education reduces aggressive behaviour and probability of psychoactive substance abuse; 

improves children's mental health, their academic achievements and the microclimate in the classroom; 

and develops the behaviour that is accepted in society. For this purpose, certain preventive programmes 

are also implemented in Lithuanian general education schools. The preventive programme as the 

systematically implemented activity that is structured and formalised according to pre-defined model can 

be named as one of the most effective forms of preventive activities to help achieve the desired results. 

Over the past 10 years, much attention has been paid to prevention programmes in the Lithuanian general 

education schools. The aim of this study is to determine the prevalence of risky behaviour characteristics 

of 14- to 18-year olds and to compare them with the preventive measures used in general education 

schools. To achieve this aim, the following objectives were formulated in this article: (1) to analyse the 

general theoretical components of adolescent risky behaviour, (2) to investigate the characteristics of 

prevalence of risky behaviour amongst 14- to 18-year-old Lithuanian pupils and (3) to determine the 

selected preventive activities for the reduction of adolescent risk behaviour in general education schools of 

Lithuania. The problematic research question was chosen:  how risky teen behaviour responds to selected 

preventive activities in general education schools? 

Quantitative research methods were selected to analyse the problematic question of the study. Quantitative 

analysis was used to carry out the risky behaviour assessment questionnaire survey of young people 

(Youth Risk Behavior Survey 2017). The obtained data was compared with the survey of Lithuanian 

general education schools on the implementation of prevention programmes in general education schools 

in the 2015–2016 academic year (see Auškelis et al. 2016), and the results of the comparison are the basis 

for the conclusions of the article. 

Literature Review 

Risky behaviour of adolescents. The World Health Organization recognises that many diseases and 

disorders are caused by risky behaviour. The risky behaviour in literature is defined as behaviour that 

directly or indirectly harms the young person's well-being, health and even the progress of life (Jessore 

1998, Irish 2011; Whitesell et al. 2013), the investigators of the United States (e.g. Eaton et al. 2012) 

describe the deleterious behaviour as risky behaviour, which is attributed to the forms of behaviour that 

are the main causes of morbidity and mortality. In addition, six types of health-risk behaviours are listed: 

(1) unsafe behaviour (not wearing a helmet whilst cycling, not wearing the safety belt in the car, travelling 

with intoxicated drivers, carrying of weapons and so on.), (2) smoking, (3) using alcohol and other 

psychoactive substances, (4) sexual behaviour, (5) an unhealthy diet and (6) physical inactivity. Risky 

behaviour often starts at a very early age and forms in adolescence (Costa 2008). Adolescence itself is a 

risky stage of the human life. During the stage of adolescence, teenagers intensely search their personal 

identity and move from childhood into the adult world, so they often plunge into the extremes, they often 

face a variety of objections, the desire to take risks (Dowell, Burgess, Cavanaugh 2009). Besides, during 

adolescence, such risk factors occur that could easily lead to further long-lasting changes in the behaviour 

of adolescents (Pickett et al. 2002). 

In recent years, there were more and more discussions about the risky behaviour of young people in 

Lithuania. According to the results of a study of Pupils health and lifestyle (Healthy Behaviour of School 

Children), the prevalence of risk behaviour amongst young people is so large that the existence of an 

epidemic of risk behaviour can be stated (Starkuviene, Zaborskis 2005). The behaviour that is harmful to 

the health is the cause of diseases and deaths; therefore, it is important to implement the prevention of 

such behaviour in childhood and especially in adolescence (Keeler, Kaiser 2010). Socio-demographic 

factors make a huge influence on adolescent risky behaviour as well, and the researchers confirm that the 

risky behaviour is very related to two factors – age and gender (Costello et al. 2008; Olsson et al. 2008; 

Ruangkanchanasetr et al. 2005). Scientific studies also confirm that the riskiest types of behaviour are 
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more common for boys than for girls (Eaton et al. 2012; Sychareun, Thomsen, Faxelid 2011; Starkuviene, 

Zaborskis 2005). It also states that the risky behaviour is characteristic which is especially prevalent in the 

stage of adolescence (Pickett et al. 2002; Feldstein, Miller 2006). Other scientists emphasise the 

connection of risky behaviour not only with morbidity and mortality but also with all the personal 

development and well-being (Guzman, Bosch 2007). Risky behaviours can influence that a young person 

will not be able to finish school or will have enough free time with to spend with his or her peers. The 

reason for this might be the consequences of various risky behaviours – teenage pregnancy determined by 

unprotected sex, living in the rehabilitation community because of the drug use, long medical treatment 

after the injury and so on (Duberstein et al. 2000). 

In addition, adolescence as a biological phenomenon begins with the sexual maturation. This is one of the 

most important periods in the development of health. The behavioural and lifestyle characteristics and 

approach to health in this period often determines the quality of life in the future (Kardelis et al. 2001). 

Many scientists in Lithuania and other foreign countries have analysed adolescent problems and 

approaches of teenagers to their body during adolescence (Erikson 2004; Lenhart 2009). They identified 

the developmental stages of adolescence, its influence on the formation of personality, understanding and 

formation of the image of adolescences’ own body. For example, Sakalauskaite and Tutkuviene (2009) 

argued that the image of the perfect body usually is more important for women than for men, that’s why to 

most girls, especially during adolescence, their appearance is very important. However, striving to reach 

the ideal of the perfect body, teenagers often break the principles of a healthy diet, which results in states 

such as bulimia, anorexia nervosa and obesity. Research has shown that in other countries and in 

Lithuania, eating disorders are common amongst women and girls (ratio between boys and girls is 1:20 

(Gaigalaite 2007)). It should be emphasised that healthy behaviour habits that formed in adolescence can 

affect the rest of former adolescences life (Norkus 2012). 

Keeler and Kaiser (2010) distinguish three main components of risky behaviour: risk and protective 

factors, risky behaviour itself and its consequences to the health. The authors investigated the risk and 

protective factors and the importance of risky behaviour. According to them, protective factors increase 

the possibility to engage in risky behaviour. Protective factors also have a significant impact on risky teen 

behaviour. Adolescents who have more friends in their own environment (in school and outside of school) 

are more satisfied with their lives in the environment where they feel more confident and are getting 

involved in less risky behaviours (Bulotaite 2009; Livingstone, Helsper 2008; Wasserman et al., 2003). 

Teenagers whose relationship with their parents and peers are not strong will likely consume more 

alcohol, smoke or will use unsafe search possibilities in online communication (Christofidis et al. 2012). 

Whilst analysing the risky adolescent behaviour problems, more and more authors are focusing on 

adolescent behaviour in social networks (Christofidis et al. 2012; Kolpakov et al., 2012; Guan, 

Subrahmanyam 2009; Lenhart 2009). An important factor that limits the risky behaviours of young people 

is a feeling of safety at school. The sense of security is one of the main requirements to ensure a consistent 

development of personality (Milam, 2010; American Psychological Association Zero Tolerance Task 

Force 2008, Astor et al. 2009). 

The main goal of preventive activities in the school of general education is strengthening protective 

factors for teenagers. It is also an important measure to prevent risky behaviour. Various ways are being 

researched to reduce the risk factors to stop this behaviour. Many types of prevention of risky behaviour in 

Lithuanian general education schools are included in the implementation of preventive activities at 

schools, such as smoking, alcohol and drug abuse prevention actions; preventive activities on stopping 

suicidal behaviour or violence; and so on. It is expected that these preventive programmes and activities 

will provide information to the person about the consequences of the negative, harmful behaviour and will 

help to develop social skills that will affect a teenager's decision to abandon risky behaviour and choose a 

safer behaviour (Green et al. 2000; Branstrom et al.; June 2007; Lopes, Solovey 2004; Sklad et al., 2012; 

Farmer et al. 2013). 

Preventive activities in Lithuanian general education schools. The start  of preventive activities in 

Lithuanian schools can be traced back to 1999 when the Government of the Republic of Lithuania 
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approved the National Drug Control and Drug Prevention Programme for 1999–2003, which was the basis 

of the state-wide initiation of organisation of systematic preventive measures in general education schools, 

such as analysing existing instruments and resources, setting up various commissions on the organisation 

of preventive actions, publishing of methodical literature, ensuring of teachers' professional development 

in this field, professional involvement into the international studies on drug use in European schools (the 

European School Survey Project on Alcohol and Other Drugs; ESPAD), initiatives to fund prevention 

activities in general educational schools and implementing the competitions to gain additional funding for 

preventive activities (Valantiejiene et. al. 2010, Bankauskiene 2014). In later periods, a lot of different 

types of legislation sources were enacted, which formed the basis for preventive actions in the education 

system and which were aimed to prevent the use of alcohol, tobacco and other psychoactive substances; to 

pre-empt suicides; to pre-empt the prevalence of HIV/AIDS as well as to preclude violence and legal 

offenses. These activities were related to the strategic priorities at the state level in the field of preventive 

actions: to make prevention work more as school’s daily routine in formal and non-formal education; 

analyse the causes of students' risky behaviour, promote the development of targeted prevention programs 

and apply them as needed; to ensure the quality of targeted prevention programmes. During this period, 

the preventive action planning and their implementation practices have changed several times. The 

development of a safe environment for school, the self-education of mature personality and academic 

achievement issues were also analysed at the national level (The National Centre for Special Needs 

Education and Psychology 2016). In 2016, the decisions were made on the legislative level concerning the 

implementation of mandatory preventive programmes in schools for the 2017–2018 school year. Besides, 

para. 11 of Article 43 of the Law of Education of the Republic of Lithuania (2011) has established that 

every educational institution must allow each student (pupil) to take part in at least one coherent, long-

term, preventive programme where social and emotional competencies are developed on the regular basis, 

including programmes on the prevention of violence, use of alcohol, tobacco and other psychoactive 

substances and promotion of health and other types of programmes approved by the recommendations of 

the Minister of Education. These provisions also require the leaders of all schools to carry out prevention 

programmes. Accordingly, at this stage, the issue of quality of prevention programmes becomes very 

important as well as responsible decisions of school heads when choosing them, whilst Committee of the 

child welfare has an important role as an advisory body in each school of general education. In conclusion, 

it can be stated that various authors define risky behaviour of young people as a behaviour that directly or 

indirectly endangers the well-being of a young person. Mostly, this behaviour occurs in adolescence when 

the search of personal identity starts. The researches carried out by other authors also confirm that the 

riskiest types of behaviour are more common for boys than for girls. Therefore, when working with 

adolescents, it is necessary to strengthen the protective factors and reduce the risk factors. Whilst 

strengthening the protective factors, the most effective preventive measure is the implementation of 

prevention programmes, and therefore, their practical implementation in Lithuania (based on the 

conducted quantitative research/empirical study) is presented in other sections of this article. 

Methodology 

The stages of the empirical study. To assess the identified problems on a practical level, a quantitative 

study was conducted in two stages. The use of assessment questionnaire about risky behaviour of young 

people was selected in the first phase of the quantitative investigation (Youth Risky Behavior Survey  

2017). This questionnaire was designed to determine the prevalence of risky behaviour between pupils. 

The 11 groups of questions were identified and used in the questionnaire according to the 

recommendations provided by authors such as Eaton et al. (2011). Therefore, the questionnaire consisted 

of questions about the personal safety; about carrying of the weapons, about bullying, about attempts to 

commit suicide and tobacco use; about the electronic cigarette smoking, alcohol consumption and 

smoking of marijuana; about using of other psychoactive substances; about sexual relations; and about 

body weight, eating breakfast and physical activity. According to the results of other conducted studies in 

Lithuania (such as European School Survey Project on Alcohol and Other Drugs (ESPAD)), a block of 

questions about the use of other psychoactive substances (except marijuana) has been removed from the 
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questionnaire because the data of the ESPAD study has shown the low consumption of such psychoactive 

substances in Lithuania. Additionally, the group of questions related to carrying guns (weapons) to school 

was removed. We should note that the surveys about youth risky behaviour in the United States usually 

always ask about carrying weapons because such behaviour is quite common amongst students (pupils). 

However, such questions were considered as not suitable in Lithuanian context. To reveal smoking 

(including electronic cigarette smoking), alcohol and marijuana smoking habits, the questions in the 

questionnaire have been harmonised with the European model questionnaire of the European Drugs and 

Drug Addiction Monitoring Center (EMCDDA 2009), which is also used in the studies of psychoactive 

substance abuse that are carried out by the Drugs, Tobacco and Alcohol Control Department of the 

Republic of Lithuania.  

The general characteristics of the respondents. The questionnaires were filled in by 196 students. The 

random sampling of pupils has been selected as a basis for the questionnaire survey. The principle for 

selecting the sample was nested random sample, which means that the classes in schools from the city of 

Vilnius were randomly selected and the sample was formed from all the pupils in the class whose parents 

signed the written consent to participate in the study. Random survey sample was selected to ensure that 

the results of questionnaire survey would be sufficiently comprehensive and reliable and to avoid any 

intentional bias (e.g. based on gender) in the process of formation of the research sample. 

About 69 (34.4%) of participants were girls and 127 boys (65.6%). The study included ninth to eleventh 

grade students, of which 21.5% were students of the ninth grade, 52.7% tenth grade and 25.8% eleventh 

grade. The age of the respondents was as follows: 2.2% were 14-year olds, 19.9% 15-year olds, 54.3% 16-

year olds, 23.1% 17-year olds and 0.5% 18-year olds. It should be noted that even 75.3% of respondents 

live with both parents, 22.6% with a single parent, 1.6% in foster homes and 0.5% with foster parents, 

grandparents or other relatives. 

The sample and the participants of the survey. The study was conducted in December of 2016, and the 

sample of the survey was calculated according to the data of Lithuanian Education Management 

Information System (ITC Education Management Information System 2017). According to the data of this 

System, in the academic year of 2016–2017, in total, 78,504 ninth to eleventh grade students has studied 

in schools of general education in Lithuania. The gymnasiums of Vilnius, in which students are accepted 

without entrance examinations, were selected for the second stage. The survey sample has been 

determined with 95% accuracy with 7% error of calculation:  n = 196. By simple random sampling, one 

ninth, tenth and eleventh grade was selected from each school. From the city of Vilnius (capital of the 

Republic of Lithuania), 14–18 years old pupils were selected for the forming of the survey’s sample 

because according to the data of Lithuanian Education Management Information System (ITC Education 

Management Information System 2017), one-third of all Lithuanian pupils are studying in the Vilnius city. 

So, it was assumed that the investigation (surveying) of pupil’s population in Vilnius can better disclose 

trends of the total Lithuanian pupil’s population.  

Processing of the empirical research data. Collected data was analysed by using the SPSS 22.0 software. 

The specific questions of the survey’s questionnaire were analysed jointly and severally according to 

gender, age and grade of learning classes. Mann–Whitney, Kruskal–Wallis and χ2 methods were used for 

the analysis of categorical data (nominal and ordinal variables). Prevalence estimates were calculated by 

applying 95% confidence intervals. Continuous amounts were analysed based on Student's t-test and 

ANOVA (the analysis of variance) statistical test. The criteria of Kolmogorov and Smirnov, Shapiro and 

Wolf, Pearson's as well as chi-square were used for the processing of the statistical data. The coefficient of 

Spearman correlation, Mann–Whitney criteria and multiple linear regression was also applied in this 

process. 

In the second stage of the research, the data obtained during the questionnaire survey was compared with 

the overall results describing the preventive actions in the Republic of Lithuania, which was received 

during the state-organised Survey of the Lithuanian general education schools on the implementation of 

prevention programmes in general education schools in the 2015–2016 academic year. This survey was 

aimed to assess the implementation of prevention programmes, the scale and characteristics of the use of 



91 
 

methodological instruments in the Lithuanian general education schools and to project the potential 

directions for the improvement and development of preventive activities. It should be noted that 98% of 

all Lithuanian general education schools were surveyed during this study. 

Results 

In total, 196 questionnaires answered by pupils (whose parents or guardians signed an agreement to 

participate in the survey) were analysed during the questionnaire survey. From all the pupils surveyed, 69 

(34.4%) were girls and 127 boys (65.6%). The pupils of ninth to eleventh grades have participated in the 

survey, from them 21.5% were of the ninth grade, 52.7% tenth grade and 25.8% eleventh grade. 

According to their age, respondents were distributed as following: 2.2% of the respondents were 14 years 

old, 19.9% 15 years old, 54.3% 16 years old, 23.1% 17 years old and 0.5% 18 years old. It should be 

noted that even 75.3% of all respondents lived with both of their parents, 22.6% with one of their parents, 

1.6% lived in a foster homes or boarding schools and 0.5% lived with the foster parents, grandparents or 

other relatives. 

The conducted study (questionnaire survey) raised the hypothesis that well-being feeling of boys and girls 

in school are different and this may affect the risky behaviours. It was expected that the feeling of girls 

was better than boys. The results showed that the average rank of males (mean rank 91.00) is less than that 

of girls (average rank of 95.38), but no significant difference between the well-being of the schoolboys 

and schoolgirls were found (p = 0.594), so we cannot argue that boys and girls feel differently at school. 

Calculated signal strength was −0.0390, that is, it means very small gender effect to the feeling of safety in 

school. Thus, the feeling of security and well-being in school doesn’t depend on the character of gender. 

Evaluation of the risky behaviour. Results of the survey based on the analysis of the group of questions 

about personal security protection in certain life situations showed that risky behaviour rates of boys are 

significantly higher than those of girls, especially behaviour related to driving using various means such as 

bikes, skateboards and roller skaters and not wearing a helmet and other safety measures (p = 0.006). The 

results of the survey showed that 82.2% of boys and 33.1% girls never wear a helmet whilst cycling, 

skateboarding or rollerblading. Risky behaviour rates of boys are significantly higher than those of girls (p 

= 0.004); when they were answering about travelling with a vehicle that is driven by a drunk person, 

59.8% boys and 34.8% girls agreed that they would travel together with someone who is driving a vehicle 

after drinking alcoholic beverages. The boys are much more involved in fights on school grounds (p = 

0.008) – even 91.7% of boys and only 8.3% of girls said that they were sometimes involved in a fight on 

school grounds. The results showed that risky behaviour rates of girls are significantly higher than those 

boys when they were answering about staying in the same room with a smoking person (p = 0.001). For 

example, only 14.8% of boys and 37.9% girls have indicated that they always stay in the same room with 

a person who is smoking (Fig. 1). 

 

Fig. 1. The forms of risky behaviour between respondents (expressed as a percentage) 
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The study was also designed to evaluate how many pupils are at risk of harm to their health when (i) they 

are staying in a room with someone who is smoking, (ii) they are consuming alcohol daily and (iii) they 

are occasionally taking other drugs. On the basis of the application of the Friedman criterion to the results 

of the survey, it was noticed that the approach to the risky behaviour differs between the pupils surveyed 

and the attitude of the students to a three different risk types was statistically significant ( χ2 = 86.448, df 

= 2, p = 0.000). The pupils have evaluated daily alcohol consumption as the biggest risk (the average 

estimate is 2.23), much lower risk was attributed to the occasional use of drugs (the average estimate is 

2.09) and the lowest risk was attributed towards staying in a room with a person who is smoking (the 

average estimate is 1.58). 

The study was also aimed to find out how much the attitudes of boys and girls differ towards the risks to 

harm their health by a daily alcohol consumption and occasional smoking of cigarettes. The results 

showed that approach of pupils (the difference between different sexes (boys and girls) was not 

established) to these two variables was statistically significant (p = 0.004), and amongst the same surveyed 

pupils, in 105 cases, the risk of daily consumption of alcohol was considered better and in 19 cases, daily 

alcohol consumption risk was considered worse. Thus, it can be concluded that the opinion of both boys 

and girls towards the daily consumption of alcohol is that daily consumption of alcohol is riskier than 

occasional smoking. 

Besides, one of the additional aims of the study was to examine an approach to the three groups of 

respondents (students of ninth , tenth and eleventh grades) towards the risk to harm their health when 

cannabis is regularly smoked. A statistically significant difference (p = 0.004, df = 1) was established: the 

ranks average of the eleventh  grade students was 113.27, tenth grade students was94.25 and ninth grade 

students was 67.20. As we can see from the differences in the ranks, the greatest risk of harm to their 

health when cannabis is regularly smoked is attributed by pupils of eleventh grade and the lowest risk  by 

pupils of the ninth grade. 

Assessment of bullying and prevalence of depression. The Lithuanian study on Health Behaviour in 

School-aged Children (HBSC) which was carried out in 2014 shows that bullying in school affects almost 

every third pupil: 31.2% of boys and 27.7% of girls (p < 0.05). The results of the questionnaire survey 

carried out by the author showed relatively similar results, that is, 37.6% of 14- to 18-year olds have been 

bullied in the school environment, whilst 31.4% of pupils have experienced bullying in cyberspace (via 

text messages, e-mails or social networks). From the pupils who experienced bullying, boys more often 

than girls were getting bullied (p = 0.002) – 61.4% of boys and 38.6% of girls reported that they were 

bullied in a school environment. Comparison of the numbers of bullying by age shows that pupils in the 

upper classes (despite the gender of pupils) are more exposed to bullying. Fifteen-year olds were bullied 

four times less than 16-year olds – respectively 15.7% and 64.3% were bullied (p = 0.001). We should 

note that according to the questionnaire survey, the level of bullying is declining again between 17 years 

old (18.6%) and significantly decreases between 18 years old (0.1%). From the other established trends, 

we may note that girls are more often bullied in the cyberspace (39.2%) than boys (27.3%) (p = 0.002). 

The analysis of the answers of pupils who participated in the survey, conducted by the author, also shows 

that 33.1% of boys and 64.1% of girls (p = 0.000) has indicated that at least once they felt so sad and 

without hope that they ceased to engage in their normal activities. Comparison of the prevalence of 

depressive state of mind according to the age factor (as no gender-related differences were found (p = 

0.123)) shows that the 16- and 17-year-old students have experienced this state twice more often (49.5% 

and 50.0%, respectively) than 14- and 15-year olds (25.0% and 24.3%, respectively). The prevalence of 

the depressed mood in adolescence is a major public health problem, as it is related to a high risk of 

suicide. The results also showed that girls (39.1%) have contemplated suicide whilst being in a sad mood 

twice more often than males (19.2%) (p = 0.002). 

Assessment of the prevalence of psychoactive substance abuse. According to the questionnaire survey, 

65.1% of 14- to 18-year olds (69.7% males and 56.3% females, p = 0.001) have ever tried smoking 

cigarettes. The number of pupils who tried to smoke ranged from 59.4% to 81.1% according to different 

ages of students. The largest numbers of pupils who had tried smoking were recorded between 15-year-old 



93 
 

students (81.1%), and the smallest numbers between 16-year-old students (59.4%) (p <0.001). The data of 

the survey shows that the age when pupils tried to smoke for the first time ranges from 7.5% (9- to 10-year 

olds) to 24.7% (13- to 14-year olds). The survey also detected that in the last 30 days, 75.8% of boys and 

56.7% girls did not smoke at all. From the pupils who have smoked in the last 30 days, 7.5% of boys have 

indicated that they smoked every 30 days and 13.3% of girls have indicated that they smoked at least 1–2 

days from an overall 30 days period. The prevalence of smoking amongst pupils that was detected by the 

author is similar to the results of European School Survey Project on Alcohol and Other Drugs (ESPAD) 

survey conducted in 2015.  

The study found that 81.2% of the respondents (77.9% of boys and 87.5% of girls, p = 0.001) tried to 

consume the alcoholic beverages at least one time in their life. The consumption of alcohol that occurred 

several times in a week was reported by 16.9% of respondents, more often by boys than girls (20.6% of 

boys and 11.5% of girls has indicated this factor) (p <0.001). About 35.5% of boys have stated that they 

drank alcohol for the first time at 13–14 years of age, and 28.1% of girls stated that they drank alcoholic 

drinks for the first time at 15–16 years of age. 

According to the results of the survey, at least 35.5% of respondents notified that they have ever tried 

smoking cannabis at least once (37.7% males and 31.3% females, p < 0.001). Both boys and girls tried 

smoking cannabis mainly at 15–16 years of age (23.0% of boys and 20.3% of girls). 

Assessment of sexual behaviour. The risky sexual behaviour of adolescents is an important component for 

the evaluation of (un)healthy behaviour, and the key factors of it are the age when sexual relations starts 

and occurrence of sexual relations without using protection means. The analysis of data showed that 

26.5% of respondents have had sexual relations at least once and from them, only 45.8% used adequate 

protective means (by 47.1% of boys and 42.9% of girls). Both boys and girls (a statistically significant 

difference between different gender types was not determined) usually start sexual relations at the age of 

15–16. According to the data of the survey, we should note that sexual behaviour amongst 14- to 18-year 

olds is in general unsafe. 

Assessment of physical activity. Physical activity is considered one of the most important determinants of 

health and components of a healthy lifestyle. Therefore, the question was raised whether the physical 

activity of the 14- to 18-year olds depends on the pupils learning outcomes. The analysis of the 

questionnaire results (e.g. analysis of one-factor ANOVA calculations) has shown (p = 0.260) that the 

physical activity of pupils is no different from the pupil learning outcomes. According to the survey, the 

percentage of physically active respondents ranged from 4.8% to 19.4% during the last 7 days. During this 

period, the largest proportion of pupils was physically active for 2 days (19.4% of pupils who were 

surveyed) and 5 days (11.8% of pupils who were surveyed) and 10.8% of respondents have indicated that 

they were completely physically inactive. The results also showed that boys are 1.9 times more physically 

active than girls – 65.6% of boys and only 34.4% of girls were physically active in the last 7 days. 

The survey also intended to find out whether the girls and boys played computer games at the same level 

in the last 7 days. The analysis of the results showed that involvement of boys whilst playing computer 

games in the last 7 days is statistically significantly different from the involvement of girls (p = 0.000). 

Girls played computer games 3.2 times less than the boys –20.7% and 67.2%, respectively. Even 93.9% of 

boys have indicated that they played video games for 5 h or more per day. 

The general peculiarities of the implementation of preventive activities in Lithuania: comparison with the 

results of the questionnaire survey. As it was mentioned in section on ‘Methodology’, in the second stage 

of the research, the data obtained during the questionnaire survey was compared with the general results 

describing the preventive actions in the Republic of Lithuania, which was received during the state-

organised Survey of the Lithuanian general education schools on the implementation of prevention 

programmes in general education schools in the 2015–2016 academic year (see Auškelis et al. 2016). The 

general results of this state-level study showed that prevention activities in Lithuanian general education 

schools are focused on the deployment of various preventive programmes. For example, the already-

mentioned results showed that at least one prevention programme was implemented in 62.8% schools of 

Lithuania and 37.2% of schools in Lithuania hasn't implemented any preventive programmes at all. The 
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study also tried to find out whether participation of schools in the implementation of prevention 

programmes was related to the type of school. The results showed that at least one prevention programme 

was implemented in most junior gymnasiums (87.6%), in two-thirds of primary and secondary schools 

and only in 51.6% gymnasiums attended by 14- to 18-year olds. 

The results also showed that in one gymnasium (the highest level/type of general education school), only 

one preventive programme was usually implemented (46.4% of all cases); quite often, two programmes 

were implemented (32.5% of all cases); and less often, three programmes were implemented (15.2% of all 

cases). Usually, gymnasiums are implementing violence and bullying prevention programmes (38.8% of 

all cases) and psychoactive substance abuse prevention programmes (12.4% of all cases). 

Analysis of this data shows that only 18.6% of teachers in the gymnasiums have worked based on 

violence and bullying prevention programmes. According to the other data provided by schools, only 

4.5% of violence and bullying prevention programmes in gymnasiums were attended by all pupils and in 

the rest of schools, this number has reached only 22.5% of all pupils. Only 20.6% of pupils of 

gymnasiums in total have ever participated in violence and bullying prevention programmes. These 

figures can be explained on the basis that so far there is no selective general violence and bullying 

prevention programme for pupils in ninth to twelfth grades at the national level at all.   

Only 12.4% of all gymnasiums in Lithuania have implemented psychoactive substance abuse prevention 

programmes. The state study (Auškelis et al. 2016) has found that these programmes were attended by a 

very small number of pupils (10.2%) and teachers (2.4%). Although the use of psychoactive substances in 

schools remains a problem in the country, only 12.,4% of gymnasiums have implemented specific 

substance abuse prevention programmes. They involved only a small part of the country's general 

education schools and even smaller proportion of students and teachers. 

Effects of the preventive activities towards adolescent risky behaviours: comparison of the results (Fig. 2). 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Youth risky behaviour and factually implemented preventive activities in Lithuania 
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The analysis of the risky behaviours of 14- to 18-year olds, which was conducted by the author and based 

on the questionnaire survey in Vilnius city, and the comparison of this analysis with the above-mentioned 

data describing ongoing overall prevention activities in Lithuania (in 2015–2016) show the obvious gap 

between the problems experienced by young people and preventive activities that are selected for the 

factual implementation. Currently, Lithuania is increasingly focused on the prevention of violence against 

children as well as the problems of finding effective ways to reduce bullying in the general education 

schools. However, the implementation of preventive actions and the methods that are selected for the 

implementation of preventive measures does not correspond the actual problems experienced by youth 

(abuse of psychoactive substances, sedentary lifestyle, etc.) (Fig. 2). 

Conclusions 

The results of the survey questionnaire based on the surveying of pupils in the Lithuanian schools of 

general education during December 2016 (in the city of Vilnius, the capital of the Republic of Lithuania) 

about the risky behaviour (unsafe behaviour in certain situations, psychoactive substance abuse, physical 

inactivity, etc.) between 14 and 18 years old adolescents has showed that the most important factors that 

determine the adolescent risky behaviour are their gender and age. The survey shows that, in general, risky 

behaviour (such as unsafe driving using various transport mean, travelling with a drunk person and 

involvement in a physical fighting) is more typical to boys than to girls. However, there are some areas in 

which the population of girls has also shown worse attitudes than boys towards certain forms of risky 

behaviour or social risk factors; this can be attributed to the bullying in a cyberspace, prevalence of the 

depressed mood, consumption of alcohol and physical inactivity. The riskiest period for both boys and 

girls is 16 years of age, as during this age, pupils suffer from the highest levels of bullying, quite 

widespread prevalence of a depressive state of mind. Besides, as the results of the survey showed, 16-year 

olds usually start to use psychoactive substances (to smoke cannabis) and are getting started to be 

involved in sexual relationships. 

On the other hand, the general situation in Lithuania related to the organisation of preventive activities in 

the past years (2015–2016) can be characterised by such general tendencies that: (i) despite the quite large 

overall number of general education schools that implemented at least one preventive programme (more 

than 60% of all general education schools have participated in these activities), in reality, only a small 

number of pupils and teachers have participated (participation percentage haven’t exceeded 30% of all 

pupils and teachers). Most prevention programmes have been implemented in the lower grades and in the 

lower levels of general education schools, such as junior gymnasiums and primary and secondary schools. 

Only about a half (51% ) of general education schools of the highest level (i.e. gymnasiums) have 

participated in the preventive activities, even though largest part of adolescents belonging to the highest 

risk group (according to the age factor, i.e. 16-year olds) are learning in the gymnasiums. The most 

common types of implemented preventive programmes were violence and bullying prevention 

programmes. 

The comparison of the results of the questionnaire survey and the official data about the implementation 

of preventive activities shows that, currently, the practical level planning and implementation of 

preventive activities in Lithuania is not related to the objectively existing types of risky behaviour between 

pupils. It is especially important to note that most of the programmes were not concentrated towards the 

riskiest age groups (such as 16-year olds) and towards types of general education schools where pupils 

belonging to the riskiest age groups are studying (i.e. gymnasiums). Instead of that, they focused on the 

prevention between pupils of lesser age cohorts. The topics of the preventive programmes don't cover 

some very problematic areas of risky behaviour, such as psychoactive substance abuse and 

inactive/sedentary lifestyle. As many aspects of the risky behaviour depend on the gender factor and are 

different between girls and boys, we should note the lack of gender-oriented prevention programmes. For 

this reason, it must be concluded that the implementation of the policy of risky behaviour prevention in 

Lithuanian general education schools amongst the pupils of higher grades (starting from the ninth grade) 

need to be reformed and reviewed by considering the established trends. 
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The results of the research prove the necessity to ensure that the youth risk behaviour surveys are carried 

out in a systematic and consistent manner, and prevention activities are planned regarding the problems 

that are encountered on the practical level (to avoid any gap between practical problems and performed 

preventive activities, which in Lithuania is observed at present time). The results of the study can also be 

used by the scholars and policy makers to explain the causes of teenager’s risky behaviour, especially 

psychoactive substance use. 
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Abstract. Research relevance: Cold knowledge is perceived as a key issue in terms of the composition of the 

company and the sense of the procedures being implemented. Thus, organisation of appropriate forms of employee 

trainings in this regard becomes essential. Aim of the paper: Distinguishing the existence of schemes of applied 

forms of employee trainings in the contexts of relation between two aspects of cold knowledge (internal 

documentation and data bases) and the types of enterprises (their formal independence). Research methods applied: 

A survey based on the purposive sampling of respondents was conducted. A two-tiered clustering analysis and an 

analysis of correspondence were applied. Main findings: It was possible to distinguish four groups of particular 

forms of trainings. Three groups are represented by the same main forms of trainings in both cases 

(documentation/databases). The analysis of correspondence established that respondents from branches as well as 

head offices of multi-branch enterprises were, in case of trainings concerning internal documentation, more prone to 

point at two forms of trainings: blended and special, whereas, in case of training within the scope of databases, they 

were more willing to point at a special form of trainings. Theoretical and/or practical value of the study: Results 

allow to associate the forms of employee trainings in the chosen aspects of cold knowledge and show the 

differentiation of their use depending on the type of enterprise. These facts open up a new theoretical perspective for 

the description of organisation of employee trainings based on formal relations.  
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Introduction 

The problem of learning within an enterprise is a comprehensive issue. It requires making references to 

multiple issues related, amongst other things, to the level of learning within an organisational hierarchy, 

the nature of this process (adaptability to changes, anticipation of reality, review of the learning process 

itself) and, finally, conditionings of its course (Senge 1997). Today, dynamic capabilities are identified as 

the main perspective of the organisational learning description. The most important is the absorptive 

capacity, which is related to the organisational learning in the context of new external knowledge (Sun, 

Anderson 2010). All of these issues together in the management sciences are referred to as a learning 

organisation, and they are related to the issues of knowledge management within an enterprise; however, 

the relationships between these two concepts tend to cause a lot of difficulty in their unambiguous 

comparison.  

Learning of an organisation, including its members, is related to gaining knowledge, understanding it as 

well as understanding of the learning process itself and improving the effects of the conducted activity 

(Garvin 2003). It may be connected with entrepreneurial orientation (Real et al. 2014). These challenges 

are, in turn, connected with the necessity to obtain knowledge from any available source and to apply it in 

practice, which leads to initiation and undertaking of changes (Senge et al. 1999). From this perspective, 

not only do these changes become a natural aspect of conducting business activity, but from the 

perspective of the competitive battle being waged, they also require an enterprise to devise suitable 

competences, which are connected with gaining and using knowledge and which have been shaped in the 

situational context of the organisation itself (Dziubińska 2009).  

Nowadays, the sources of competitive advantage are to be looked for within implemented innovations. 
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Therefore, ensuring, above all, appropriate organisational culture that supports the process of devising and 

introducing changes constitutes a significant issue of a learning organisation. In the light of the conducted 

studies, the size of an enterprise itself seems to be insignificant in this case (Ismail 2005). For 

organisational learning to be able to bring desirable results, it is postulated that it should also be based on 

(by means of organisational culture, amongst other things), above all, understanding of the dynamics and 

complexity of the circumstances of conducting a business activity, as well as development of skills of 

particular individuals connected with comprehension and assessment of a real situation, within an 

organisation itself, and development of these skills on a group level. These issues are related to the use of 

knowledge to improve the results of the performance (Jaafar et al. 2014). It is also postulated that the 

aspects of the assumed ethical model in enterprise management should be taken into consideration and 

applied or that the common vision in an organisation of what is being done should be revived (Rowley, 

Gibbs 2008).  

The related issue of knowledge management seems to be very interesting in this context. It may be 

presented in three main perspectives. First, as an aspect of a conducted business activity concentrated on 

the processes of gaining knowledge, its assessment, processing and use. The second perspective concerns 

the form of knowledge assets gained by an enterprise as well as those that an enterprise already possesses. 

The third perspective (cognitivist) concerns the insight into the essence of knowledge itself and ways of its 

transformation into various manifestations (Dalkir, Liebowitz 2011). Knowledge management in an 

enterprise is, therefore, focused on, above all, knowledge resources themselves (Geisler, Wickramasinghe 

2015) and procedures of their dissemination and application (Aggestam 2015). The efficiency of these 

actions depends, in turn, on the adjustment of knowledge to the existing need. Therefore, both codification 

of knowledge into desirable forms as well as its transfer with the use of appropriate tools take place 

(Ruggles 2009). Nowadays, these tools are related to, above all, information infrastructure and software 

(including database structures, data processing and visualisation), and they are involved in the use of 

available functional options not only of members of an enterprise but often also of its contractors or clients 

(Sztangret,  Bilińska-Reformat 2014), dependent companies and enterprise representatives in various 

geographical locations (Jędralska et al. 2013).  At the same time, the results of research works indicate 

that ICT practices contribute to financial performance only when they are linked to human resource 

management (HRM) practices (Andreeva, Kianto 2012).  

Therefore, mentioning of the concept of knowledge management makes it possible to establish the 

complexity of organisational learning that must be characterised by not only the understanding of learning 

itself and the necessity to translate gained knowledge into a practical dimension but also the awareness of 

possibilities and limitations of tools being used for this purpose and knowledge-oriented leadership 

(Donate, de Pablo 2015). The enterprise, as Kim states, learns regardless of its individual members but not 

regardless of all of them. The key aspects of relationships between individual and organisational learning 

are the aspects related to the understanding of this process (mostly in the following dimensions: ‘what for’ 

and ‘how’) as well as their confrontation with organisational routines and visions shared within an 

enterprise (Kim 1998). Individual mistakes should be allowed and individual contribution evaluation 

should be implemented (Driscoll 2014). Organisation of employee’s trainings becomes an aspect that 

requires special attention in the light of the concept of learning organisation and knowledge management.  

The rules concerning creating, circulation as well as use of information resources connected with internal 

documentation and databases within an enterprise are regarded as a significant element of cold knowledge 

in the knowledge system of the enterprise. Cold knowledge offers the understanding of organisational 

routines, sense and rules of employee performance. Thus, organisation of appropriate forms of employee 

trainings in this regard becomes essential. Therefore, the specific objectives of this paper are to distinguish 

the schemes of applied forms of organisation of employee trainings within business entities represented by 

the surveyed respondents and to determine whether there is a relationship between them and the type of an 

enterprise itself (in prospect of its formal independence). A survey based on the purposive sampling of 

respondents was conducted for the purposes of the paper (in the number of 215). In order to achieve 

objectives, a two-tiered clustering analysis and an analysis of correspondence were applied. Non-
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probabilistic sampling of respondents makes the results of the conducted analysis impossible to be 

referred to the entire population. 

Literature Review 

The scope of training programmes offered to employees of enterprises should be considered in the wider 

perspective. It  consists of the needs of an individual member of an organisation resulting from their skills, 

competences and situational context of their professional responsibilities in the system of the enterprise 

(Sergeev, Babkin 2015). The context of professional responsibilities from the perspective of planning and 

organisation of trainings, in turn, consists of the foregoing experiences of an organisation related to who 

should be trained and what problems an employee who was given the responsibilities will potentially have 

to face (Mathieu, Martineau1997). 

It is assumed that an organisation and conducting of employee trainings are supposed to promote an 

increase in productivity within an enterprise. It needs to meet the goals of enterprise and employees 

(Ocieczek et al. 2016). Development of employee skills as a desirable effect of such training justifies this 

expectation. However, the condition for such mechanism to exist is not only a properly selected training 

but also engagement of employees themselves. What seems to be of key significance in this perspective is 

noticing that trainings may concern particular aspects of the job done or they may be of general nature. 

Employee’s engagement and, as a consequence, an increase in their productivity seem to occur, above all, 

in case of general trainings. There are two possible explanations for this fact. First, such trainings may be 

regarded by an employee as a professional bonus that favours psychological effect of employee’s 

attachment to an enterprise. Second, general trainings may be considered by employees to be an 

opportunity to develop additional skills, which may turn out to be useful in a different workplace (Barrett, 

O'Connell 2001). The conducted studies also pointed out that trainings are organised mostly for technical 

employees and specialists (Osterman 1995). Contemporary research papers also touch on the problem of 

the emotional state of employees and its impact on job satisfaction (Vatansever, Karamaraş 2017). 

Apart from specially organised trainings for employees, there is also a form of practical knowledge 

acquisition within an enterprise. This practical learning by means of performing professional duties is 

even regarded as the main form of knowledge acquisition within an organisation. However, this form is 

very often used by managers as an unstructured and cost-efficient (or even cost-free) one. It means that 

conducting trainings sometimes becomes the responsibility of other employees who may be professionally 

experienced but do not necessarily possess high training qualifications within the scope of practical 

teaching and conducting trainings. This kind of freedom in organisation and implementation of this type 

of trainings within organisations is often criticised (Jacobs 2003). 

From the theoretical perspective, however, learning by means of practical implementation of professional 

duties, however, should meet a number of requirements. There should be a person appointed to supervise 

and monitor the learning process itself, offer essential assistance and advise to a person being trained or to 

prepare prospective training materials that would support completion of tasks. It is also significant, from 

the perspective of prospective effects of such trainings, to encourage an employee to engage in the 

implemented training (Billett 2001). Stimulation of professional development and  simultaneous 

motivation of employees are still outstanding challenges of human resources management (Livitchi et al. 

2015). 

Nowadays, for the purposes of each form of training and subject information technology, tools might be 

applied. The information system of an enterprise may serve as an environment where employee trainings 

may be organised and monitored. In the case of using the information technology, the training of 

employees indicates positive results: reduction of  the costs, saving time and improvement of learning 

(Rezaei et al. 2014). Apart from the access to standard documentation of an enterprise, databases and 

prepared materials, the system may also offer the possibility to contact experts and review specialist 

reports (Rosenberg 2001), which causes a fully implemented training of this kind to have a more 

organised form as it assumes a mixed form between an implemented, and very often cost-efficient, form 
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of learning by acting and a specially organised training. It is postulated that in a contemporary enterprise 

with fully developed human resources management, employee trainings of varied forms should take place 

everywhere and any time (Lendzion 2015).   

Taking this fact into consideration, it should be made clear that implemented practices within the scope of 

employee trainings may also involve issues related to learning and transfer of knowledge between the 

units of an enterprise, including its various geographical locations (Minbaeva et al. 2003). From this 

perspective, employee trainings are implemented by taking into account formal relationships between 

units of an enterprise that create the context of tasks of a unit as well as responsibilities of its employees, 

and they are implemented together with other activities concerning human resources management 

(Minbaeva 2005). The problem of formal and legal association of enterprises also remains in the interest 

of researchers in the perspective of work organisation between partners (above all in the context of 

strategic alliances) (Albers et al. 2016).  

Therefore, it becomes necessary to properly solve the issue of employee learning whilst placing the 

potential solution between the dimensions of their personal motivation and experience (hot knowledge 

within an organisation) and formal rules and regulations of work, including organisational routines 

(Komańda 2016). These aspects become especially significant in the context of procedures of creating and 

using specific resources of knowledge of an enterprise, such as internal documentation of an enterprise as 

well as organisational databases. Together with formal rules, they constitute the so-called resources of 

cold knowledge within an organisation (Komańda 2017). Such direction of research seems to be justified 

by the current research results, which suggest that in case of companies operating in the so-called  less 

knowledge-intensive conditions, the key aspects of the creation of new knowledge resources are 

organisational documentation and knowledge sharing (Andreeva, Kianto 2011). 

Methodology 

A survey based on the purposive sampling of respondents was conducted for the purposes of the work. 

The selection of respondents was not probabilistic, and it assumed the form of convenience sampling 

(Martens 2014).  The availability of respondents became the discretion criterion for their selection for the 

researcher (Rószkiewicz et al. 2013). This enabled the researcher to obtain a broad group of respondents 

who were requested to fill in the survey in the paper form (PSAQ – Paper Self-Administered 

Questionnaires). The number of respondents whose questionnaires were qualified for the research 

amounted to 215. Each of the respondents represented a different enterprise. They were also people 

holding various positions in an organisation. The majority of respondents (184; 85.6%) represented 

enterprises located on the territory of the Silesian Voivodeship. This may be regarded as a result of the 

applied method for the selection of respondents.  

Two research questions were formulated in relation to the issues concerning organisation of trainings in 

the context of cold knowledge resources within an enterprise outlined in the theoretical perspective. The 

first one is related to whether it is possible to group the surveyed entities according to schemes of applied 

organisational forms of professional trainings within the scope of popularisation and consolidation of 

formal rules of creating and using internal documentation and databases. The following answer variants 

corresponding to the levels of formal training organisation were assumed: special training, training by 

performing responsibilities, a mixed form of the first two trainings and lack of trainings. The other 

question is about establishing the structure of relationships between respondents’ indications concerning 

the type of trainings conducted within an enterprise in the above-mentioned areas and the type of an 

enterprise itself. Whilst speaking about the type of an enterprise, one might take into consideration 

whether it is a single-branch enterprise, a unit of a multi-branch enterprise or a seat of a multi-branch 

enterprise. Single-branch enterprises were represented in the study by 99 people (46.05%); next there were 

respondents who represented the companies that were the units of multi-branch enterprises (91; 42.32%) 

and those that were the seats of multi-branch enterprises (25; 11.63%). The issue of potential formal 

independence of an entity or its subordination/precedence in relation to another entity has an impact on 
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internal formal regulations. Therefore, it also seems to translate into the issue concerning organisation of 

employee trainings within an enterprise. Respondents were allowed to indicate one version of the answer 

to each question. 

The collected data of nominal nature determined the choice of statistical analysis methods. The two-level 

clustering analysis was applied for data processing in case of the first question, whereas in case of the 

second one, the correspondence analysis was used (symmetric normalisation method). The gathered data 

was analysed with the use of the programme for statistical computing PS Imago (SPSS 23). 

Results 

The conducted two-level cluster analysis made it possible to group the respondents’ opinions about 

applied forms of trainings in their enterprises within the scope of popularisation and consolidation of 

formal rules of creation and use of internal documentation of databases (regarded in this case as 

predictors) into two clusters. This grouping obtained a satisfactory cohesion and separation measure (the 

so-called Silhouette coefficient). The value of this coefficient amounted to 0.6, and it signifies the so-

called serious class structure (Kisielińska 2009).  

The ‘form of training within databases’ variable turned out to be the most significant predictor (the value 

of 1.00). The value of the ‘form of training within internal documentation’ as a predictor of grouping 

amounted to 0.49. The count of particular groups is presented in Table 1. The ratio of the size of the 

largest group to the smallest one amounted to 1.73. 

 

Table 1. The results of grouping of entities according to the form of trainings within the scope of popularisation and 

consolidation of formal rules of creating and applying internal documentation and databases (Source: author’s 

compilation) 

Group 1 2 3 4 

Size (number of assigned 

entities) 
60 (27.9%) 40 (18.6%) 46 (21.4%) 69 (32.1%) 

Forms of trainings within the 

scope of formal rules of creating 

and applying databases (the 

most frequent attributes 

amongst indications of the 

group) 

Mixed form 

(41.7%)  

Special trainings 

(100%) 

Lack of trainings 

(100%) 

Through 

performance of 

responsibilities 

(100%) 

Forms of trainings within the 

scope of formal rules of creating 

and applying internal 

documentation (the most 

frequent attributes amongst 

indications of the group) 

Mixed form 

(43.3%) 

Special trainings 

(60%) 

Through 

performance of 

responsibilities 

(56.5%) 

Through 

performance of 

responsibilities 

(100%) 

 

Forms of trainings such as ‘mixed form’ and ‘through performance of responsibilities’ may be 

distinguished in group 2 in case of forms of trainings within the scope of internal documentation. In group 

3, in case of trainings concerning internal documentation, ‘lack of trainings’ may be distinguished as well, 

whereas the case of group 1 seems to be the most diversified. In case of trainings regarding databases, 

‘lack of trainings’ and ‘through performance of responsibilities’ may be distinguished apart from the 

dominant indication, whereas in case of trainings within the scope of documentation for this group, 

another three forms of trainings occur apart from the main indication. 

The correspondence table (Table 2) reveals the structure of respondents' responses to questions about the 

type of an enterprise and the form of trainings in the scope of internal documentation. Figure 1 shows the 

results of the correspondence analysis conducted for the purposes of answering the question concerning 
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the structure of relationships between the type of enterprises and applied forms of trainings within the 

scope of popularisation and consolidation of formal rules of creating and applying internal documentation.  

Table 2. Correspondence table for trainings within the scope of internal documentation and the type of an enterprise 

(Source: author’s compilation) 

Trainings within the scope 

of internal documentation 

Type of an enterprise 

Single-branch 

enterprise 

Seat of the multi-

branch enterprise 

Unit of the multi-

branch enterprise Active margin 

Lack of trainings 14 0 11 25 

Through performance 60 8 37 105 

Special trainings 13 8 29 50 

Mixed form of trainings 12 9 14 35 

Active margin 99 25 91 215 

 

 

Fig. 1. The results of the correspondence analysis for variables related to trainings within the scope of internal 

documentation and type of an enterprise (Source: author’s compilation) 

 

It should be emphasised that two dimensions served as an explanation of the whole inertia of the table. 

Dimension 1 explained 80.3% of inertia. The value of the chi-square test amounted to 24.123, whereas the 

level of significance was p = 0.000. All categories were characterised by mass values above 0.05; 

therefore, it was not necessary to mark any of them as passive. Dimension 1 distinguishes a single-branch 

enterprise from a unit of a multi-branch enterprise as well as from a seat of a multi-branch enterprise. 

Respondents representing single-branch enterprises in the structure of answers were more likely to point at 

‘lack of trainings’ or organisation of trainings ‘through performance of professional responsibilities’. 
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‘Lack of trainings’ and ‘special trainings’ accounted for a relatively large share in the structure of 

indications for units of multi-branch enterprises (dimension 2). The indication ‘through performance of 

responsibilities’ has the largest share in the structure of indications for a single-branch enterprise, whereas 

in case of a headquarters of a multi-subsidiary enterprise, it was ‘mixed form of trainings’ (approach of 

points). Variability of distribution was mostly influenced by ‘mixed form of training’ and ‘seat of a multi-

branch enterprise’ (the longest vectors in particular groups of the category). 

The correspondence analysis was conducted again; however, this time it is for the variable form of 

trainings within the scope of popularisation and consolidation of formal rules of creating and applying 

resources of databases. Table 3 reveals the structure of respondents' responses to questions about the type 

of an enterprise and the form of trainings in the scope of databases.  

Table 3. Correspondence table for trainings within the scope of databases and the type of an enterprise (Source: 

author’s compilation) 

Trainings within the scope 

of databases 

Type of an enterprise 

Single-branch 

enterprise 

Seat of the multi-

branch enterprise 

Unit of the multi-

branch enterprise 
Active margin 

Lack of trainings 30 4 27 61 

Through performance 46 9 34 89 

Special trainings 10 7 23 40 

Mixed form of trainings 13 5 7 25 

Active margin 99 25 91 215 

 

 

Fig. 2. Results of the correspondence analysis for variables connected with trainings within the scope of databases 

and type of an enterprise (Source: author’s compilation) 
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The two dimensions again accounted for the whole inertia of the table. Dimension 1 accounts for 69.60% 

of inertia. The value of the chi-square test amounted to 12.803, whereas the significance level reached p = 

0.46. It was not necessary to mark any of the categories as passive. Figure 2 presents the results of this 

analysis. It should be highlighted that the values of the category ‘through performance of responsibilities’ 

in particular dimensions are −0.252 and −0.001, respectively. 

Dimension 1 once again distinguished a single-branch enterprise from other types of enterprises. This 

time, however, the respondents representing the seats of multi-branch enterprises as well as their branches 

were more likely to point at ‘special forms of trainings’ (this concerns the structure of answers). However, 

a relatively large number of indications ‘lack of trainings’ was observed in case of units of multi-branch 

enterprises (dimension 2). Once again a single-branch enterprise had a significantly larger share in 

indications ‘through performance of responsibilities’ (approach of points). The variability of distribution 

was influenced by ‘mixed form of trainings’, ‘special training’ and ‘seat of a multi-branch enterprise’ (the 

longest vectors in particular groups of the category). 

Conclusions 

Literature analysis allowed visualising a broad description of the problems of employee trainings in the 

enterprise. However, if this topic is related to enterprise knowledge management, depending on the 

perspective of the analysis, it is possible to find atypical issues for well-known descriptions. In case of 

distinguishing a cold knowledge from the enterprise knowledge system, employee trainings appear to be a 

problem entangled in formal relationships in an enterprise and eventually between enterprises. 

Grouping of respondents’ indications concerning the forms of trainings applied in their enterprises within 

the scope of dissemination and preservation of formal rules of creating and applying internal 

documentation and databases revealed two things. First, trainings within the scope of databases were the 

main predictor that led to the distinction of groups. Second, the same form of training within the scope of 

internal documentation usually corresponded to a particular form of trainings within the scope of 

databases in case of three groups. The only exception was group 3 whose respondents stated that there are 

no trainings within the scope of databases within their enterprises. However, the main indications of this 

group concerning trainings within the scope of documentation were related to learning through 

performance of responsibilities. Therefore, it seems that this group was dominated by two forms of 

trainings of the lowest level of organisation. 

The correspondence analysis made it possible to distinguish a single-branch enterprise from other forms of 

enterprises in case of both areas of trainings. Moreover, forms of trainings of a higher level of organisation 

had a relatively large share in the structure of respondents’ indications in case of units of multi-branch 

enterprises as well as seats of such enterprises. 

It should be made clear that in relations to a non-probabilistic sampling of respondents, the results of the 

conducted analysis may only be referred to the surveyed group of respondents. The method of selection of 

respondents and the structure of representation of types of enterprises derived from this fact influenced the 

answers obtained in the survey and are the main limitations of the research conducted. 

However, it makes it possible to suppose that formal relationships within an enterprise, which may be a 

derivative of both organisational culture and organisational and legal subordination of a given entity, have 

a good influence on the selection of the form of training. As the results of the above study show, such a 

relationship between the formal rules of work within an enterprise and forms of trainings should be looked 

for, above all, within the scope of the so-called cold knowledge.  Detailed recognition of these 

relationships as well as their potential confirmation on a representative group of respondents may 

constitute a subject of further studies.  
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Abstract. Numerous economists and analysts from all over the world have been trying to find an appropriate method 

to assess company health and to predict its eventual financial distress for many years. No economy is a small isolated 

subject, and the bankruptcy of a company can cause through its stakeholders’ significant impact on the sustainable 

economic development. Otherwise, companies are very complicated entities, and it is not a simple task to estimate 

company’s future development. Together with the best-known Z-Score model of bankruptcy prediction developed by 

Altman, numerous models worldwide that are based on different methodologies have been developed. We assume 

that individual state’s economy has major influence on the final form of these models as well as there are several 

common characteristics between Slovak economy and economy of countries of Visegrad Four. Therefore, we applied 

chosen bankruptcy prediction models developed in countries of Visegrad Four on the set of Slovak companies and 

validated their prediction ability in specific condition of the Slovak economy. On the basis of the provided 

calculations, we compared gained results with the prediction capability of other popular prediction models also 

applied on the data set of Slovak companies. Through this, we pointed out the importance of the development of 

unique bankruptcy prediction model, which will be constructed in the specific condition of individual countries, and 

highlighted the weak forecasting ability of foreign models.  

 

Keywords: bankruptcy; financial health; Visegrad Four; prediction models. 

JEL Classification: G33 

Introduction 

Bankruptcy is one of the most important externalities of current modern economics and even with the 

maximum effort is not possible to avoid it. Kirkos (2015) and Dichev (1998) also validate that it is one of 

the most important business decision-making processes. Everywhere where exists investment 

opportunities are companies willing to assume financial liabilities and resulting risks in order to keep and 

develop their economic activities.  

Corporate failures as well as failures of other subjects represents event that occurs not only in the market 

economy. Consequences of these failures are far-reaching and have impact on all stakeholders. According 

to Kumar and Ravi (2007), there are plenty of authors who dedicated their research to the issue of 

bankruptcy and consider that it is crucially important to pay attention not only to the actual financial 

situation of the company but also to focus on the prediction of future financial situation.  

So in order to achieve good and healthy functioning of the market economy should be the main task given 

to the prediction of bankruptcy, which represents an important issue not only for banks, insurance 

companies and corporates but mainly for investors and creditors. On the other hand, also the number of 

bankruptcies has increased in recent years, and it is becoming harder to estimate, as companies have 

become more complex and have developed sophisticated schemes to hide their real situation. Therefore, 

the ability to discriminate between faithful customers from potential bad ones is fundamental for investors, 

commercial banks, companies and retailers.  
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In the economic science, as well as in the practice of real world, a huge variety of models are used for 

estimating bankruptcy probability of companies and organisations, based on different principles, 

techniques and methodologies. According to Davydenko and Franks (2008) and Amendola et al. (2013), 

the prediction ability of these models may vary over time and foreign models may not take into account 

the particularities of individual economies and may have less accurate predictions. Therefore, respecting 

the prerequisite that efficient methods can only be applied to companies of the same group in the same 

economic situation in the period for which the models were originally designed, the main goal of the 

presented study was the validation of prediction ability of chosen bankruptcy prediction models developed 

in countries of Visegrad Four in specific condition of the Slovak economy. 

Literature Review 

First researches dedicated to the issue of bankruptcy and corporate’s failures had arisen in 1930s of the 

20th century. These were oriented mainly on the comparison of financial ratios between bankrupt and 

non-bankrupt companies. Fitzpatrick (1932) published his work oriented on the major differences between 

successful and unsuccessful businesses. This work had become the inspiration for many of the applied 

studies that began to emerge in the middle of 1960s of the 20th century.  

However, the breakthrough work of Beaver (1966) who applied univariate discriminant analysis that is 

based on various financial ratios connected into one final predictor serving as a classification criterion is 

considered as the turning point. Despite a lot of limitations and reservations of this method, it was an 

inspiration for a large amount of studies devoted to the issue of bankruptcy prediction and corporate 

failure (Kliestik and Majerova, 2015). 

One of the most famous researchers dealing with bankruptcy prediction is Altman (1968) who was the 

first to apply multivariate discriminant analysis (MDA) for the construction of bankruptcy prediction 

models. His work is considered as a symbol of prediction of financial health of companies. More than 

hundreds of authors from different countries, such as Edmister (1972) and Springate (1978), applied this 

method. MDA is a popular method and, even nowadays, can be found many studies applying that 

approach. Barreda et al. (2017) proposed MDA bankruptcy prediction model for hospitality firms within 

the U.S. equity markets. Furthermore, the application of MDA can also be found in Slovakia and other 

Visegrad countries, such as Gajdka and Stos (1996), Chrastinova (1998), Binkert (1999), Zalai (2000), 

Wierzba (2000), Gurcik (2002), Prusak (2004), Maczynska (2004), Hamrol et. al. (2004) and 

Neumaierova and Neumaier (1995, 1999, 2001, 2005). 

Another widespread mathematical–statistical method used for the bankruptcy prediction is logistic 

regression. Logit was first applied by Ohlson (1980), followed later by various researchers. Similar to 

MDA, logistic regression was also used in models designed in Visegrad countries  (Virag and Hajdu, 

1996; Michaluk, 2000; Gruszcynski, 2004; Wrzosek and Ziemba, 2009; Hurtosova, 2009).  

There are plenty of studies that apply various methods for bankruptcy prediction worldwide. These are 

probit analysis (Zmijewski, 1984; Kasgari et al., 2013), neural network (Jones et al., 2017; Georgescu, 

2017), principal component analysis (Achim et al. 2012; Onofrei and Lupu, 2014), rough sets (Kasgari et 

al., 2013; Virag and Nyitrai, 2014), data envelopment analysis (Premachandra et al., 2011; Mousavi et al., 

2015), decision trees (Tsai et al., 2014; Zieba et al., 2016), support vector machines (Alaminos et al., 

2016; Zhao et al., 2017) and others. 

Methodology 

The data for the presented study were obtained from annual financial reports of Slovak companies 

(Register of financial statements, Ministry of Finance of the Slovak Republic) covering the year 2015. 

Nowadays, Slovak legal system considers company as default according to three criteria:  

 the total amount of payable and not payable liabilities is higher than the value of company’s 
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assets,  

 company has at least two liabilities 30 days after due date from different creditors,  

 the value of financial independence indicator is less than 0.04. 

Additionally, to these criteria, we have detected other relevant characteristics, which are considered as 

significant according to the Slovak environment (Svabova and Kral, 2016; Svabova and Durica, 2016) to 

discriminate between bankrupt and non-bankrupt companies. Considering these specifications, we have 

specified three criteria for the subsequent classification of the company. Thus, the company is included in 

the bankrupt group of sample if it satisfies the following conditions:  

 negative value of earnings after taxes,  

 the value of current ratio indicator is less than 1. 

 the value of financial independence indicator is less than 0.04. 

Furthermore, to fulfil the given goal of the presented study, we applied chosen bankruptcy prediction 

models developed in countries of Visegrad Four on the set of Slovak companies and validated their 

prediction ability in specific condition of the Slovak economy. The final sample consisted of 384 bankrupt 

(marked 1) and 384 non-bankrupt (marked 0) companies following the suggestion of Agrawal and 

Maheshwari (2016). 

For the purpose of this study, the selection procedure of the bankruptcy prediction models was provided. 

Based on this, we applied the following models: 

Czech model: Neumarierova and Neumaier’s model IN05 with the following formula:  

 

                                        
1 2 3 4 5IN05 0.13 0.04 3.97 0.21 0.09X X X X X                                       (1) 

where 

X1 = Total assets / Total liabilities 

X2 = Earnings before interest and taxes / Costs of interest 

X3 = Earnings before interest and taxes / Total assets 

X4 = Total revenues / Total assets 

X5 = Current assets / Short-term liabilities 

IN05 = Overall index 

Zones of discrimination:  

IN05 > 1.60                         Company creates value 

0.90 < IN05 < 1.60              Grey zone of unallocated results – company doesn’t create value and also 

                          doesn’t bankrupt  

IN05 < 0.90                         Company is going to bankruptcy 

 

Poland model: Poznanski’s model with the following formula:  

 

                                       
1 2 3 4PM 3.562 1.588 4.288 6.719 2.368X X X X                                    (2) 

where 
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X1 = Net profit / Total assets 

X2 = Current assets – Stocks / Short-term liabilities 

X3 = Fixed assets / Total assets 

X4 = Profit from sales / Revenues from sales 

Zones of discrimination:  

PM ˂ 0   Bad future financial health of the company  

PM ˃ 0   Good future financial health of the company 

 

Hungarian model: Virag and Hajda’s model with the following formula:  

 

                                       
1 2 3VHM 1.3566 1.63397 3.6638 0.03366X X X                                     (3) 

where 

X1 = Cash ratio 

X2 = Cash flow / Total debts 

X3 = Current assets / Total assets 

X4 = Cash flow / Total assets  

Zones of discrimination:  

MVH ˂ 2.61612  Possibility of bankruptcy of the company  

MVH ˃ 2.61612  Company is classified as solvent / good 

To compare gained results with the prediction capability of other popular prediction models, we also 

applied the following models on the data set of Slovak companies:  

 

American model: Altman’s model – for needs of this study, we apply the revised version from the year 

2014, which is given as follows:  

 

                                           
1 2 3 4

0.035 0.495 0.862 1.721 0.017Z X X X X                                     (4) 

where 

X1 = Working capital / Total assets 

X2 = Retained earnings / Total assets 

X3 = Earnings before interest and taxes / Total assets 

X4 = Book value of equity / Book value of total liabilities  

Z = Overall index 

Zones of discrimination:  

Z > 2.6             ‘Safe’ zone 

1.1 < Z < 2.6           ‘Grey’ zone 
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Z < 1.1  ‘Distress’ zone 

 

Canadian model: Springate’s model with the following discriminant formula:  

 

                                           
1 2 3 4

SM 1.03 3.07 0.66 0.4X X X X                                                      (5) 

 

where 

X1 = Net working capital / Total assets 

X2 = Earnings before interest and taxes / Total assets 

X3 = Earnings before taxes / Short-term liabilities 

X4 = Sales / Total assets 

SM = Overall index 

Zones of discrimination:  

0.862 < SM Good financial health of the company  

SM < 0.862 Possible financial problems of the company  

 

The UK model: Taffler’s model with formula:  

 

                                           
1 2 3 4

TM 0.53 0.13 0.18 0.16X X X X                                                     (6) 

where 

X1 = Earnings before taxes / Short-term liabilities 

X2 = Current assets / Total liabilities 

X3 = Short-term liabilities / Total assets 

X4 = Sales / Total assets 

TM = Overall index 

Zones of discrimination:  

TM > 0.3                         Enterprise creates value 

0.2 ≤ TM ≤ 0.3                         Grey zone 

TM < 0.2                         Enterprise is going to bankruptcy 

 

Therefore, we applied selected bankruptcy prediction models on the data set of Slovak companies to 

compare gained classification with the real data and validate prediction ability of these models. The 

validation was provided based on the confusion matrix and receiver operating characteristic  (ROC) curve 

(Adamko and Svabova, 2016). 

Confusion matrix (Table 1) is also referred as contingency table and compares the number of correct and 

incorrect firms’ classification based on the actual and predicted values.  
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Table 1. Confusion matrix (Source: author’s compilation) 

 
Predictive value 

 
0 (non-bankrupt) 1 (bankrupt) 

Actual 

value 

0 (non-bankrupt) TP  FP TP + FP PPV = TP/(TP + FP) 

1 (bankrupt) FN TN FN + TN NPV = TN/(FN + TN) 

 TP + FN FP + TN Total PV = TP + TN/Total 

 

Table 1 shows the number of predictive and actual values for bankrupt and non-bankrupt companies, 

where: 

 TP (true positives) represents the number of companies predicted by the model as non-bankrupt as 

well as actually non-bankrupt, 

 FP (false positives) indicates the number of actually bankrupt companies also predicted by the 

model as bankrupt, FP is also known as Type I error, 

 FN (false negatives) denotes the number of actually bankrupt companies predicted by the model 

as non-bankrupt, FN is also known as Type II error, 

 TN (true negatives) represents the number of companies predicted by the model as bankrupt as 

well as actually bankrupt, 

 PPV (positive predictive value) represents the percentage of correct classification of non-bankrupt 

companies,  

 NPV (negative predictive value) represents the percentage of correct classification of bankrupt 

companies,  

 PV (overall predictive value) indicates the overall prediction ability of the model according to the 

data set of companies, also known as accuracy of prediction model.   

The ROC curve is a graphical technique allowing visual analyses of the trade-offs between the sensitivity 

and the specificity of a test with regards to the various cut-offs that may be used (Fawcett, 2006). The 

curve is obtained by calculating the sensitivity and specificity of the test at every possible cut-off point 

and plotting sensitivity (the proportion of true positive results) against 1 − specificity (the proportion of 

false positive results). The curve may be used to select optimal cut-off values for a test result, to assess the 

diagnostic accuracy of a test and to compare the usefulness of different tests. 

ROC parameters calculation is given by following formulas:  

 Sensitivity = TP / (TP + FN) 

 False negativity rate = 1 – Sensitivity = FN / (TP + FN) 

 Specificity = TN / (FP + TN) 

 False positive rate = 1 – Specificity = FP / (FP + TN) 

 Accuracy (area under the curve)  

Results 

During the research process presented in this study, we applied three selected bankruptcy prediction 

models developed in the countries of Visegrad Four and compared their prediction accuracy in specific 

condition of Slovakia with three well-known bankruptcy prediction models developed worldwide.  

Table 2 shows the results of provided calculations according to the given specifications determined in the 

methodology part of this study.  
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Table 2. Confusion matrixes for models applied on the data set of Slovak companies (Source: author’s compilation) 

IN05 model 
Predictive value 

 
0 (non-bankrupt) 1 (bankrupt) 

Actual 

value 

0 (non-bankrupt) 149 235 384 38.80% 

1 (bankrupt) 137 247 384 64.32% 

 286 482 768 51.56% 

Poznanski’s model 
Predictive value 

 
0 (non-bankrupt) 1 (bankrupt) 

Actual 

value 

0 (non-bankrupt) 361 23 384 94.01% 

1 (bankrupt) 27 357 384 92.97% 

 388 380 768 93.49% 

Virag and Hajda’s model 
Predictive value 

 
0 (non-bankrupt) 1 (bankrupt) 

Actual 

value 

0 (non-bankrupt) 158 226 384 41.15% 

1 (bankrupt) 124 260 384 67.71% 

 282 486 768 54.43% 

Altman’s model 
Predictive value 

 
0 (non-bankrupt) 1 (bankrupt) 

Actual 

value 

0 (non-bankrupt) 3 381 384 0.78% 

1 (bankrupt) 2 382 384 99.48% 

 5 763 768 50.13% 

Springate’s model 
Predictive value 

 
0 (non-bankrupt) 1 (bankrupt) 

Actual 

value 

0 (non-bankrupt) 97 287 384 25.26% 

1 (bankrupt) 77 307 384 79.95% 

 174 594 768 52.60% 

Taffler’s model 
Predictive value 

 
0 (non-bankrupt) 1 (bankrupt) 

Actual 

value 

0 (non-bankrupt) 202 182 384 52.60% 

1 (bankrupt) 167 217 384 56.51% 

 369 399 768 54.56% 

 

According to the obtained results, it can be concluded that Poznanski’s model provided the highest 

prediction accuracy (93.49%) on the data set of Slovak companies. Remaining five prediction models 

gained similar prediction accuracy a little bit more than 50%. We haven’t found significant differences 

between the Czech model and the Hungarian Model in comparison to other bankruptcy prediction models 

developed in the world. This is proved also by ROC curve shown in Table 3.  

 

Table 3. Classification results for models applied on the data set of Slovak companies (Source: author’s compilation) 

 AUC Sensitivity False negative rate Specificity False positive rate 

IN05 model 0.517 0.5210 0.4790 0.5124 0.4876 

Poznanski’s model 0.935 0.9304 0.0696 0.9395 0.0605 

Virag and Hajda’s model 0.548 0.5603 0.4397 0.535 0.465 

Altman’s model 0.550 0.6 0.4 0.5007 0.4993 

Springate’s model 0.537 0.5575 0.4425 0.5168 0.4832 

Taffler’s model 0.546 0.5474 0.4526 0.5439 0.4561 

 

On the basis of these results, we can see that more than 93% of Slovak companies from data set in this 

study were correctly classified by Poznanski’s model. This is proved also by the calculated sensitivity and 

specificity of this model. Although this model gained very high prediction accuracy, other models gained 
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relatively low sensitivity and specificity and prediction accuracy.  

Furthermore, gained results can be graphically illustrated by ROC curves for each model (Fig. 1), 

representing the ability of each model to discriminate between bankrupt and non-bankrupt companies.  

                a)                                                                                      (b)    

        

                (c)                                                           (d)  

        

               (e)                                                                 (f)  

        

Fig. 1. ROC curves for models applied on the data set of Slovak companies: (a) IN05 model, (b) Poznanski’s model, 

(c) Virag and Hajda’s model, (d) Altman’s model, (e) Springate’s model and (f) Taffler’s model (Source: author’s 

compilation) 
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Conclusions 

Despite the plenty of researches and publications dedicated to the issue of bankruptcy prediction, there are 

not many Slovak models that forecast the probability of bankruptcy with high prediction accuracy. On the 

other side, there have been numerous bankruptcy prediction models developed worldwide, but the 

applicability of a model can vary depending on the specifics of national economies, industry and other 

factors.  

So the presented study has attempted to test these prerequisites, if the model developed in foreign country 

can be successfully used in other country. Therefore, we applied chosen bankruptcy prediction models 

developed in the countries of Visegrad Four on the data set of Slovak companies. We assume that these 

countries have similar economies and other several common characteristics with Slovakia, so we expected 

that the prediction accuracy would be higher than that of other popular prediction models also applied on 

the data set of Slovak companies. 

On the basis of the gained results, it can be concluded that models constructed in Visegrad Four reached 

better prediction ability than other three models; in the case of Poznanski’s model, it is more than 90%, 

but other models proved (prediction accuracy only little bit more than 50%) that it is highly important to 

develop a unique bankruptcy prediction model, which will be constructed in the specific condition of 

individual countries, especially in the Slovak republic. This was proved and highlighted by the weak 

forecasting ability of foreign models applied on the data set of Slovak companies, and it doesn’t matter so 

much if the model was developed in country with similar economy or somewhere else.  
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Abstract. In this article, the index approach to an estimation of situational multifactor economic categories is 

considered: a level of development of a social and economic infrastructure of region and population living 

conditions. Author's mathematical models of formation of the integrated estimated indexes formulated on principles 

of the factorial analysis of hierarchies are used. The constructed estimated integrated indexes form a basis of ranging 

of territories, both in an annual cut and in dynamics on years that, in turn, allows to analyse the change in ratings of 

territories (during 5–10 years): on a level of development of an infrastructure and quality of life of the population. 

Authors give results of computer modelling of an index of development of a social and economic infrastructure. Here 

authors use additional parameters for the measurement of an index of capital investments in an infrastructure. 

Further, authors model an index of quality of life of the population. Here the methods used are the analysis of 

hierarchies, the factorial analysis and a method of the main things a component. Then the interrelation analysis 

between tendencies of change of indexes through comparison of ranks of territories is made. Theoretical offers of 

authors are accompanied by quantitative results of modelling experiments on materials of 30 Chinese provinces for 

the period of 10 years period. 

Keywords:  infrastructure; quality of life; mathematical modelling; integrated indicator; ranging of territories  

JEL code: H54; O18; R58; C02  

Introduction 

Infrastructure is the general physical condition of development of a society within the borders of some 

territory, as well as the material means for a social production and necessary services in public service of 

the inhabitants living in this territory. The infrastructure includes transport service, mail and 

telecommunications, water supply, business administrative services, scientific research and technical 

services, gardening, environment protection, cultural service, education, health services and other 

municipal services of public life. 

The basic infrastructural means play a huge role in the acceleration of social and economic activity of the 

population and the development of its spatial distribution. For the state, it is important to provide normal, 

under modern requirements, infrastructure, but it means long-term and huge investments. However, 

further, infrastructural investments have property of the saved up capital. They give effect within many 

decades, improving a business climate and quality of life of the population in region territory (Kularathe, 

2006; Mc Kinsey, 2009; Kondratyev, 2010). 

The concrete maintenance of quality of life includes actual level of the income, level of personal 

consumption and consumption structure, social conditions and working conditions, degree of development 

of social security, quantity of kinds of leisure, public health services and education and so on. 

Authors investigate the fundamental scientific problem lying on a joint of sciences – the economic theory 

and optimum control of public processes: a problem of objective quantitative measurement of quality of 

life as criterion of comparison of economic development of certain territories. In the world economic 

science, the hypothesis about dynamic interference of infrastructural investments and qualities of life of 
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the population in borders of territorial and production agglomerations now was generated.  However, there 

are no yet objective methods and mathematical models for the measurement of the development of a 

social and economic infrastructure and quality of life of territories. Hence, it is impossible to estimate the 

degree of influence of an infrastructure on a population standard of living and also to objectively define 

the priorities in directions of the state investment, for the elimination of a disbalance in development of 

territories. 

The author's attention is directed towards the decision regarding the specific target within the limits of a 

problem: creation of a complex of mathematics and statistical models for the formation of system of 

integrated indicators of the quality of life, defined based on the official statistical information, for the 

purpose of perfection of an investment infrastructural policy of the state.  On the basis of integrated 

indexes, authors do ranging of territories and give the analysis of two rating positions of regions of the 

country, with a log of delay of 5 years. The analysis shows how (during the previous period) 

infrastructural maintenance of territory influences the quality of life of the population (during the 

subsequent period, in 5 years).      

In this article, the results of experimental check of a fundamental scientific hypothesis on the statistical 

information of China (30 regions for 10 years) are described. The offered methodology (models, 

algorithms and information technology) is theoretical base of tool means of support of operating decisions, 

which is a component of information and communication control systems of new generation. 

Literature Review 

The problem of joint measurement of the quality of life and condition of an infrastructure has no reflexion 

in the literature. However, each of the specified aspects of this problem has wide scientific discussion. 

Since 1975, when professor Morris has offered for the first time the concept of an index of the quality of 

life, of the world literature many works under the analysis and comparison of internal and external 

standards of life, construction of system of indicators for qualitative research of a standard of life and its 

separate aspects (Aivazian, 2012) are published. The Russian, European and Chinese scientists, at 

calculation of indexes, take into consideration the objective factors to the statistical of sphere of services 

to construct the summary indicator, using principles of objective weighing. For example, Lin Nan (1987) 

and Lu Shu Hua (1992) used equal weight of factors, and on the contrary, He Chuan Qi, Zhou Chang 

Cheng and Feng Xiao Tian have proved the recommendations about the calculation of a non-equilibrium 

variant of model of the indicator of the vital standard, with reference to conditions of the Chinese 

economy. 

The Russian school of thought of research of living conditions is presented by known economist-

mathematician Aivazian S.A. (2010–2012) and its followers: Bakumenko L.P., Borodkin F.M., Verbik M. 

Their results are concentrated to the analysis of structure of integrated indicators and statistical 

measurement of scales of making components. 

The design procedure of an index of development of human potential was extended in world practice, 

offered by experts of the United Nations. The index varies from 0 to 1, which allows ranging objectively 

territories on quality of life of the population (Kondratyev, 2010). 

For the classification of territories based on the infrastructure level of development, now, there are no 

standard techniques. Creation of methodology of measurement of an infrastructure of regions is 

complicated, owing to the objective reasons. The main reasons – uncertainty of the concept and its 

structural elements, the official published data – are incommensurable and non-comparable amongst 

themselves. The problem of factorial uncertainty does not allow making a uniform integrated estimation of 

an infrastructure of territory; therefore, numerous scientific publications reflect only researches of separate 

sectors of ‘infrastructural space’. 

The generalised estimations of influence of ‘infrastructures as a whole’ on economic growth do not exist, 

as there is no conventional measuring instrument (indicator) of a level of development of an infrastructure 
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in territory (Kondratyev 2010). Ilchenko and Ma Jun (2012) are the first to put forward the idea of the 

integrated indicator of measurement of an infrastructure (index of development of a social and economic 

infrastructure, IDSEI) in 2012, then Ilchenko used for the first time IDSEI to measure the level of 

development of a social and economic infrastructure of some Russian regions in 2014 (Ilchenko 2014). 

In this article, authors expand experiment scale to check up a scientific hypothesis on full information 

base: 30 provinces of China during 2009–2014.   

Methodology 

Authors use modern methods of mathematical and logic formalisation for the description of natural 

science processes: 

 Mathematical and statistical methods used are the theory of statistical measurements and 

economic indexes, the factorial analysis, the theory of objective weighing and the analysis of 

multilevel hierarchies; 

 Economic-mathematical methods used are classification of multidimensional supervision, cluster 

and discriminant analysis, optimum control models and scenary forecasting. 

On the basis of these methods, authors offer original index models that are experimentally approved, using 

the official statistical information. 

Thus, in the article, the attempt to unite studying of these two important phenomena becomes tnuonoc ot 

research on the influence of processes of investment in a social and economic infrastructure on the quality 

of life of people. The modern device of economic-mathematical modelling and means of experimental 

computer toolkit, in a combination to an easy approach to databases of national statistics of China, give 

the chance to solve this problem. 

Experimental Modelling 

Experimental modelling includes research for each province of China: 1) Calculation of an index of 

development of an infrastructure; 2) Calculation of an index of quality of life; 3) Construction of numbers 

of dynamics of all regions (ratings), for each index; 4) The analysis of rating positions of regions ‘with the 

worst indexes’, for revealing the influence of factors of ‘quality of an infrastructure’ on the ‘quality of life 

in 5 years’; 5) The conclusion: a priority of regions in a choice of directions of infrastructural investment 

for the state forward planning. 

Index of quality of social and economic infrastructure. Model IDSEI is intended for the analysis of 

development of social and economic infrastructure of the countries on the basis of an index method. On 

the basis of index calculation, model IDSEI allows to estimate a condition of an economic infrastructure in 

each separately taken region of any state. The model can be useful for working out the regional 

infrastructural policy of the national governments and for the creation of long-term investment plans on 

regional economic development and increasing the standard of living of the population. Authors offer 

appropriate updating of model for its application to the data of official statistics of the Government of the 

Peoples Republic of China in 2013 and 2014. The detailed substantiation of parameters is resulted in the 

previous author's works (Ilchenko & Ma Jun 2012, Xiang Xiao Gang & Ilchenko 2013 and Ilchenko 

2014). Table 1 shows the structure of model and structure of statistical components. 

The modelling information can be transformed to diagrams (an example on Fig. 1) with the use of SPSS 

software. 

The received diagrams allow drawing an important conclusion: east coastal provinces of China have the 

developed economy and the provinces close to the western border have the big territories, but it is not 

enough manpower resources. The first of them show rather high values of IDSEI, whilst the western 

provinces characterised by backward economy and high level of environmental contamination show low 

values of a considered index. It is necessary to notice that the Chinese government can direct more 
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investments into an infrastructure of western regions to raise the level of their economic development and 

to improve a state of environment. 

 

Table 1. Structure of statistics of model IDSEI 

Indicators 
Denomination of specific 

indicators 

The statistical parameters used to determine the 

parameters 

1 2 3 

Socio-demographic component ( Isoc )  Isoc = (Ip + Ic + Ih + Ik)/4 

Ip 
The index of the regional GDP per 

capita 
The regional GDP per capita, unit: Yuan. 

Ic 

The index of population education 

and health services 

Ic= ( Ic1 + Ic2)/2 

The number of teachers per thousand people, unit: number. 

The number of doctors per 1000 people, unit: number. 

Ih 
The index of the per capita housing 

area 
The per capita housing area, unit: square metre. 

Ik 
The index of the economically 

active population 
The economically active population, unit: million. 

Industrial component ( Iter )  Iter=(Itr + Iw + Iz)/3 

Itr 
The index of the transportation 

network 

The length of highway per 1000 people, unit: kilometre. 

The length of railway per 1000 people, unit: kilometre. 

Iw 
The index of the freshwater 

consumption 

The amount of the per capita water consumption, unit: 

cubic metre. 

Iz 
The index of the ecological 

environment. Iz=1 − ( Iz1 + Iz2)/2 

The amount of exhaust gas emissions of sulphur dioxide 

per capita, unit: kilogram. 

The amount of wastewater discharged per capita, unit: 

tonne. 

Integral index of socio-economic infrastructure (IDSEI) 

IDSEI  = (Isoc+2·Iter)/3 

 

 

 

 

 

 

 

 

 

Fig. 1. An index of development of a social and economic infrastructure (IDSEI) 

Municipalities of China – 2012 (authors’ result) 
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Working out a new index of the quality of life of population. The Index of quality of life (ILQ) 

assumes system of indicators of quality of life of the population. The estimation of quality of life is based 

on the consecutive aggregation of local statistics. The integrated index pays off as three-level hierarchy of 

linear polynomial. Weight factors for model components have equal weight at the bottom level and special 

weight at the second and third levels. Model ILQ includes 26 local indicators of quality of life from the 

official statistics (Xiang Xiao Gang. 2015). According to the structure of ILQ resulted in Table 2, the 

system of the equations for index definition will look as follows: 

Table 2. Decomposition of structure of an integrated index of quality of life 

Level 1 Level 2 Level 3 Level 4 Signation 

Index of 

life quality 

(ILQ) 

Index of 

internal family 

life quality 

(IIFLQ) 

Index of internal basic family life 

quality  (IIBFLQ) 

Food X1 

Clothing X2 

Live X3 

Equipment X4 

Traffic and communication X5 

Index of internal additional 

family life quality  (IIAFLQ) 

Cars X6 

Entertainment X7 

Health care X8 

Insurance X9 

Mansions X10 

Index of internal spiritual family 

life quality (IISFLQ) 

Wealth X11 

Marriage X12 

Work X13 

Index of 

external social 

life quality 

environment 

(IESLQE) 

Index of external basic social life 

quality environment (IEBSLQE) 

Water X14 

Gas X15 

Road X16 

Bus X17 

Index of external additional 

social life quality environment 

(IEASLQE) 

Medicine X18 

Education X19 

Knowledge X20 

Environment X21 

Index of external spiritual social 

life quality environment 

(IESSLQE) 

Equality X22，X26 

Development X23，X24 

Civilisation X25 

 

 1 2ILQ IIFLQ IESLQE                                                                   (1) 

1 2 3IIFLQ IIBFLQ IIAFLQ IISFLQ                                            (2) 

1 2 3 4 51 2 3 4 5IIBFLQ X X X X X                                          (3) 

6 7 8 9 106 7 8 9 10IIAFLQ X X X X X             
                

        (4) 

11 12 1311 12 13IISFLQ X X X                                                         (5) 

                                        4 5 6IESLQE IEBSLQE IEASLQE IESSLQE                                  (6) 

14 15 16 1714 15 16 17IEBSLQE X X X X                                             (7) 

18 19 20 2118 19 20 21IEASLQE X X X X                                            (8) 

23 24 22 5 262 22 23 24 25 26IESSLQE X X X X X                            (9) 
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Fig. 2. Distribution of an index of quality of life in the Chinese provinces for 2013 (authors’ result). 

 

The ILQ unites internal factors (requirement of the population) and external factors (state resources). In 

Fig. 2, we can see that the top 5 of regions of China on an index of quality of life are Beijing, Shanghai, 

Zhejiang, Shandong and Tianjin. These provinces are characterised by a high standard of living. Gansu, 

Henan, Heilongjiang, Guizhou and Tibet are the top 5 of the worst regions on the quality of life. The 

received picture of distribution of regions is objective, as it is based on the integrated index in a complex 

considering state of the economy, a way of life of people and quality of the government. 

 

Table 3. Comparison of integrated indexes ILQ and ratings of regions for 2013–2014 

Region (31) 
IQLA-

13 

IQLA-

14 

Rank-

13 

Rank-

14 
Region 

IQLA-

13 

IQLA-

14 

Rank-

13 

Rank-

14 

Beijing 0.778 0.810 1 1 Hubei 0.352 0.304 19 21 

Tianjin 0.567 0.496 5 6 Hunan 0.331 0.316 21 20 

Hebei 0.367 0.355 18 14 Guangdong 0.632 0.538 3 4 

Shanxi 0.374 0.329 16 16 Guangxi 0.301 0.232 26 29 

Inner Mongolia 0.469 0.451 9 7 Hainan 0.391 0.354 12 15 

Liaoning 0.452 0.425 10 8 Chongqing 0.375 0.321 15 19 

Jilin 0.388 0.324 13 18 Sichuan 0.293 0.279 27 25 

Heilongjiang 0.313 0.292 23 22 Guizhou 0.206 0.225 30 30 

Shanghai 0.619 0.608 4 3 Yunnan 0.314 0.283 22 23 

Jiangsu 0.554 0.519 6 5 Tibet 0.199 0.164 31 31 

Zhejiang 0.648 0.642 2 2 Shaanxi 0.380 0.359 14 13 

Anhui 0.332 0.281 20 24 Gansu 0.244 0.255 29 28 

Fujian 0.487 0.422 7 9 Qinghai 0.303 0.328 25 17 

Jiangxi 0.305 0.277 24 26 Ningxia 0.397 0.398 11 11 

Shandong 0.477 0.419 8 10 Xinjiang 0.371 0.372 17 12 

Henan 0.259 0.263 28 27      
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For the purpose of additional approbation of the author's approach to the formation of integrated estimated 

indexes (a social and economic infrastructure and quality of life of the population), calculation on model 

‘a method of the main things a component’ (Aivazian 2012) is executed. Result of experimental modelling 

on model (Aivazian 2012) is a file of integrated indicators IIj (j=1, 2, …, 31) and rankings’  number of 

regions (on decrease in the value of IIj ). After comparison of results (Figure 2, Table 3), it is possible to 

speak about the correctness of practical application of author's model ILQ. 

The dependence analysis between the level of development of social and economic infrastructure and the 

level of quality of life of population. Now, a lot of authors in the world economic science (e.g. Kondratyev 

2010, Kularathe 2006) notice that the condition of a social and economic infrastructure influences the 

economic growth of territories, and through it, the quality of life of the population. Thus authors notice 

(McKinsey, 2009) that it is possible to measure the effect (in the monetary form) only with a delay log in 

5–10 years. However, quantitative results about such influence are not published yet, because of objective 

difficulties. In this work, an attempt to confirm the dependence hypothesis between a condition of an 

infrastructure and a standard of living of citizens through the comparison of integrated estimated indexes 

of territories is undertaken. We estimate the influence of an infrastructure on quality of life through 

comparison of the ordered numbers of objects (regions), that is, ranks, within available time numbers 

(periods). 

Table 4. Summary rating of regions: IDSEI (2009, 2010) and ILQ (2013, 2014) 

Region IDSEI09 IDSEI10 (09+10) ILQ13 ILQ14 (13+14) Summary 

Beijing 18 23 21 1 1 1 7 

Tianjin 24 25 25 5 4 4 11 

Hebei 16 17 17 18 15 16 16 

Shanxi 23 24 24 17 18 17 25 

Inner Mongolia 3 3 3 9 7 7 1 

Liaoning 26 26 26 10 10 10 21 

Jilin 9 8 7 15 21 19 10 

Heilongjiang 5 5 5 29 27 29 19 

Shanghai 31 31 31 2 2 2 17 

Jiangsu 12 7 10 6 5 6 3 

Zhejiang 15 18 16 3 3 3 6 

Anhui 14 14 14 20 22 22 22 

Fujian 13 13 13 8 9 9 8 

Jiangxi 8 10 9 23 26 24 18 

Shandong 6 6 6 7 8 8 2 

Henan 7 11 8 28 23 25 14 

Hubei 11 12 12 16 19 18 12 

Hunan 17 15 15 21 20 21 23 

Guangdong 10 9 11 4 6 5 4 

Guangxi 28 28 28 25 29 28 30 

Hainan 22 19 20 12 14 13 15 

Chongqing 29 29 29 14 17 14 27 

Sichuan 20 16 18 24 24 23 26 

Guizhou 30 30 30 30 30 30 31 

Yunnan 21 22 22 26 28 26 29 

Tibet 2 1 1 31 31 31 13 

Shaanxi 27 27 27 11 12 11 24 

Gansu 19 21 19 27 25 27 28 

Qinghai 4 4 4 22 16 20 9 

Ningxia 25 20 23 13 11 12 20 

Xinjiang 1 2 2 19 13 15 5 
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For the maintenance of reliability and validity of conclusions, the following are the necessary conditions 

for planning of computer experiments: 

Condition 1. Comparability of initial information based on all regions, for all years of the chosen period, 

for all applied settlement techniques and mathematical models. 

Condition 2. Sufficient extent of the time period for revealing the tendency of the dependence of quality of 

life on infrastructure. 

Condition 3. Volumes of sample of investigated objects (quantity of provinces in each number of a rating) 

should coincide. 

For the increase of reliability of conclusions of the comparative analysis, calculation of indexes and 

ranging of regions are executed also on a method of the main things a component, which has shown close 

results. In Table 4, the information base for the comparative analysis is shown. 

Results of Modelling 

Now in the developing China, developments of a social and economic infrastructure and improvement of 

quality of life are not synchronous. The close order of values in a rating of quality of an infrastructure and 

quality of life means that the infrastructural investments of previous years are enough for increasing the 

standard of living now. And on the contrary, the presence of a return order of ranks testifies to 

insufficiency made before efforts on infrastructure development. We should consider that the qualitative 

effect of infrastructural investments on the population affects in some years. Values of indexes have 

defined system rankings numbers of objects (ratings of the Chinese provinces), which, in dynamics on 

years, indirectly show changes in an infrastructure condition, in initial year of the investigated period and 

in a population’s standard of living, in a year finishing, as reaction (or effect) on the saved up 

infrastructural investments. In other words, we can track change of ‘site’ of region in rankings numbers 

for a number of years, that is, see how integrated quality of region has changed in this time. 

The following result is the definition of regions with ‘the worst’ ratings on an infrastructure condition (in 

initial year of a 5-year period) and the quality of life (last year of the same 5-year period). If movement to 

the best is not present (there is no rating increase), this region should be investigated in detail, as priority, 

for the expansion of the state infrastructural investments – in a following planned period. For example, 

apparently from Table 4, priority applicants for the investments into an infrastructure during the period 

2015–2020 are the Guangxi and Guizhou provinces (with "the worst" rating). On the contrary, in the 

current 5-year period, capital regions (district Beijing and district Shanghai) effectively used the saved up 

infrastructural investments into previous years and have achieved the best standard of living of the 

population by the end of the period. (We will add that the effect will affect in the following years). 

The executed research on the limited statistical sample provided by the comparable data confirms the 

hypothesis about dependence of a level of development of an infrastructure and quality of life. The 

summary integrated index of quality of life (Table 4) defines a rating of objects (regions) – ‘following the 

results of a 5-year period of development of an infrastructure’. The received summary rating of regions 

following the results of a 5-year period can serve as additional information support for the central 

government management, with a view of a substantiation and acceptance of administrative decisions in the 

field of an infrastructural policy no intermediate term prospect. 

Conclusions 

The new technique of the complex comparative analysis of rank indicators of regions (rating positions), 

based on the levels of development of an infrastructure and quality of life of the population, with a log of 

delay of 5–10 years, can be applied to experimental acknowledgement of an actual scientific hypothesis in 

the modern economic theory: ‘About the presence of dynamic influence of a condition of an infrastructure 

of territories on quality of life of the population’. 
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The offered mathematical models and algorithms have important application for the state investment 

policy.  Owing to the limitation of resources, the major problems of state planning of infrastructural 

investments are the establishment of priorities of directions of investment of regions, and the economic 

and geographical sequence of consumers of regions.  For the decision of this problem, it is necessary to 

have an objective estimation of the level of development of a social and economic infrastructure of 

regions to do their rating. On the other hand, the state managers should lean against an objective 

estimation of a standard of living of the population of territories, it is ratings of regions.   Comparison of 

two ratings of regions of the country based on the level of development of an infrastructure and on a 

population standard of living is a validity and expediency of the largest long-term state investments in 

infrastructural projects. 

The further expansion of scale of experimental modelling, that is, use of possibilities of details of national 

statistics of the different countries in 10–15 years, will yield additional results for the scientific economic 

theory and application in management. Authors invite colleagues to take part in researches. 

References 

Aivazian S.A. (2012). Analysis of the Quality of Life and Living Standards. Moscow: Science. 

Aivazian S.A., Borodkin F.M. (2006). Social Indicators.  Moscow: Unity-Dana. 

Bakumenko L.P. (2011). Statistical Aspects of the Research of the Population Life Quality. Yoshkar-Ola: MarSTU. 

Feng XiaoTian, Yi SongGuo. (2000). The Quality of Family Life in Urban Areas: The Indicators and the Structure. 

Sociological Studies.  (4), 107-118. 

Ilchenko A. (2014). Integrated Estimation of Social and Economic Infrastructure of Territory: Experimental 

Modeling. International Journal of Business, Humanities and Technology, (2), 90-97. 

Ilchenko A., Ma Jun. (2012).  Integrated Estimation of a Level of Development of a Social and Economic 

Infrastructure of Region. Modern High Technologies. The Regional Appendix, (4), 37-43. 

Kondratyev В. ( 2010). Infrastructure as the Factor of Economic Growth. [Accessed 10.11.2010]. Available from 

Internet: http:  //www.perspektivy.info 

Kularathe C. (2006). Social and Economic Infrastructure Impacts on Economic Growth. UCT  School of Economics 

Staff Seminar Series. 

Lin Nan, Wang Ling, Pan YunKang.(1987). Structure and Index of the Life Quality-the Material Analysis of the 

Thousand Family Surveys in Tianjin in 1985. Sociological Studies. (6), 73-89. 

Lu ShuHua, Wei LuYing. (1992). The Action Mechanism of the Subjective and Objective Index of Life Quality. 

Social Sciences in China. (1), 121-136. 

Mc Kinsey Quarterly. (2009). The Right Way to Invest in Infrastructure.  

Morris M.D. (1980). The Physical Quality of Life Index (PQLI). Development digest. (1), 95–109. 

National Bureau of Statistics of the People’s Republic of China. (2013). China Statistical Yearbook –2013.  Beijing: 

China Statistics Press.  

National Bureau of Statistics of the People’s Republic of China. (2014). China Statistical Yearbook –2014. Beijing: 

China Statistics Press.  

Verbik M.  (2008). A Guide to Modern Econometrics. The Scientific Book. 

Xiang  Xiao Gang. (2015). Factor Analysis Method of Chinese Provinces Life Quality Evaluation.  Modern High 

Technologies. The Regional Appendix, (3), 142-152. 

Xiang  Xiao Gang & Ilchenko A. (2013). Social and Economic Infrastructure as the Tool of Alignment of Economic 

Development of Regions of China. Modern High Technologies. The Regional Appendix, (1), 66-70. 

Zheng ZongSheng, Wu SuYao, He ChuanQi. (2006). The Comparison of the Quality of Life of the 120 Countries in 

the World. Theory and Modernization. (4), 15-20. 

Zhou ChangCheng. (2001). Social development and life quality.  Beijing: Social Sciences Academic Press, 52-60. 

 

http://www.perspektivy.info/


128 
 

 

USE OF THE TAX PRISM METHOD WHEN FORMING TAX PART OF THE 

BUDGET 
 

Ludmila Verovska
1
, Alexey Leontyev

2 

1
Baltic International Academy, Latvia, ludmila.verovska@bsa.edu.lv 

2
Baltic International Academy, Latvia, kratovo490@mail.ru 

 

Abstract. The tax prism method is developed for the assessment of tax part of the budget as well as for forecasting 

the influence of tax optimisation on it. There are certain trends in global practice. Developing and transition 

economies are characterised by low tax burden. Economically developed countries with a high level of social 

security of population are characterised by high tax burden. The analytical and graphic-analytical research for the 

purpose of determination of optimum size of the taxation using the tax prism has been conducted. In addition to the 

concept of ‘tax prism’, concepts such as static and dynamic tax prisms have been introduced, allowing to consider 

changes in the part of the budget of interest in connection with a possibility of taxation subjects to reduce the size of 

a tax burden by various methods of tax optimisation, and also to consider the influence of other factors on it. The use 

of this approach helps effectively to enhance the tax legislation by modelling high-quality and quantitative 

consequences of one or another changes and innovations. 

 

Key words: budget, taxation, tax optimization, tax burden, Laffer 
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Introduction 

 Now in many states of the world, the tax legislation is constructed so that it allows various subjects of 

entrepreneurship to search for optimal taxation variants to a varying degree. At the same time, there are no 

official techniques that are unambiguously regulating activities of private persons and legal entities in the 

field of taxation process improvement. General restrictions are set only by a framework of the legal 

framework. 

In 1935, the judge J. Sanderlend expressed fundamental point of the U.S. Supreme Court, having declared 

that ‘the right of taxpayers to avoid taxes … using all means permitted by laws cannot be challenged by 

anybody’ (Russel 2012). 

Determination of tax types, purpose of their amount as well as planning of a tax filling part of the budget 

shall be carried out by taking into account the so-called ‘taxation optimisation’, that is, the reduction of the 

amount of paid taxes that doesn't contradict the legislation and carried out by taxation subjects.  

The tax prism method, the concept that is shown in this article, can help government to improve tax 

planning policy. Such improvements can also help taxpayers to lower their tax burden. The task of this 

article is to introduce the theoretical aspects of the tax prism method. To complete the task, methods such 

as differentiation, graphical differentiation, mathematical and geometrical approach to the economic 

problems were used. 

Literature review 

So far, there is no methodology allowing to estimate qualitatively and quantitatively the influence of 

taxation optimisation on the tax part of the budget (Козинова, Ошарина 2010; Лагоша 2004; Ногин 

2008; Черника 2010). 
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 Effectual functioning of modern tax system is an overriding priority of any state. However, there is no 

unified solution for all states. The form of solution depends on many factors: the level of economic 

development of the country, adopted social policy, fiscal literacy and awareness of the population, the 

focus of national economy on short-term or long-term goals and so on.  

Almost all currently made publications are related to the analysis of various methods of taxations and 

addressed to the taxpayers taxpayers (Mulhere et al. 2017; Astrinos 2017; Dlugosh, Vashchenko 2017; 

Lidings 2016). All of them aimed into the improvement of the financial conditions of enterprises and, at 

the same time, do not take into account the losses of the tax part of the budget as a result of the tax 

avoiding manipulations. 

There are certain trends in global practice. Developing and transition economies are characterised by low 

tax burden. Economically developed countries with a high level of social security of population are 

characterised by high tax burden. The state, whose main purpose is the current budget revenue, raises 

taxes at the expense of economic development. A low quality of tax legislation, insufficient fiscal 

responsibility and literacy of the population promote tax evasion and the development of shadow 

economy. The totality of these factors affects the value of the tax burden.  

Methodology 

There are two kinds of tax burden: nominal and actual. The nominal tax burden is planned on the 

assumption that all tax payers will pay taxes and that they have to pay according to the existing legislation. 

The actual tax burden may differ from the nominal one on the value of tax evasion and shadow economy. 

 In specialised economic literature and practical activity, various methods for determining the value of tax 

burden are applied. 

 It is recommended to introduce the concept of tax prism for geometrical interpretation of forming of 

budget's tax part.  

The tax prism is a geometrical figure whose amount corresponds to the amount of the taxes received by 

the state in the current (reporting) period and the side corresponds to the cumulative amount of taxes. 

Considering square prism (Fig. 1), it is also filled with rectangular prisms of the smaller sizes whose 

volume corresponds to the contribution of each taxpayer. 

 

Fig. 1. The tax prism geometrical idea 

 

On the one hand, the task of the state is to receive a maximum of taxes, from the other – not to put out of 

business the taxpayer, keeping his or her interest in profit earning by means of this type of activity. 

Therefore, the state shall also be engaged in taxation optimisation process. 

This process can be considered by means of the offered tax prism.  
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For the creation of the prism, there is a page with the equal sides L × L (Fig. 2).  

 

Fig. 2. Sample of the tax prism                           Fig. 3. The prism with cut off 

 

The task of optimisation consists in making of it a hollow prism whose volume is equal to V (where V is 

the tax part of the state budget), having cut off a square of n × n size from each of four corners (Fig. 3), 

whereby n is  the general tax load established by the state for taxation subjects. 

 It is necessary to determine the size of the general tax burden n which will correspond to the maximum 

size V.  

V can be displayed as function n. The area of the basis of a tax prism is equal to  

 

                                                   (L − 2n) × (L − 2n).                                                                            (1) 

 

The component of the state budget generated by taxes can be determined through the following 

expression:  

 

                                                      V = (L − 2n) 
2
 n.                                                                               (2) 

 

Value n has to be big enough so that value V would be maximum. However, it isn't necessary to go into 

extremes: when n = 0 and n = 0.5 L, budget will be zero. At these values of the general tax burden n, the 

tax prism won't exist because n in geometrical interpretation represents prism height.  

 This can be considered on a conditional example. Let L = 12. In this case, the tax part of the state budget 

will be equal to 

 

                                                    V = (12 − 2n) 
2
 n.                                                                               (3) 
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Then when n = 0 and when n = 6, the budget won't be filled. 

 The optimum size V lies in the range bigger than zero but smaller than 6. This range can be considered in 

integers. 

In order to use the graphic approach, we visualise function у = (12 − 2n) 
2
 n  

for n values within the range from 1 to 6 (Fig. 4).  

 

 

Fig. 4. Graphical visualisation of the function 

 

If n = 1, fill rate of the budget will be у = 100; if n = 2, fill rate of the budget will be у = 128; if n = 3, fill 

rate of tax part of the budget will be у = 108. Value n = 2 looks promising, but in the range of values from 

1 to 3, the other valid value can appear, which will correspond to the criterion of optimisation to a greater 

extent. It can be determined by analytical or graphic-analytical approaches. 

Now differentiation of expression (3) can be carried out. For this purpose, we use the rule of the derivative 

multiplication:  

 

 

  
               

 

  
         

 

  
                                                        (4) 

 

                                                                               (5) 

Then we find 
 

  
    , for what we execute replacement:  
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                                                                                 (6) 

 

(u
2
)'  =2u.                                                                              (7) 

 

Then we multiply by  
 

   
         , and differentiating         term by term, we get: 

 

                                                                                                                                                         (8) 

 

      ;  will find 
 

  
    .                                      

 

As a result:                     . 

 

After simplification, we finally get: 

                                                                                                                                                    (9) 

 

Now we can calculate equation roots: 

                                                            у =                                                                         (10) 

x1 =  2; x2 =  6. 

 

Therefore, value V = 128 at n = 2 really is a maximum of a function (3). 

 In some cases, it is convenient to conduct the specified research using graphical-analytic approaches for 

descriptive reasons.  

Graphical differentiation of a function diagram у = (12 − 2n) 
2
 n  must be carried out in order to determine 

an optimum combination of required size of the budget and the total tax load.  

The method of graphical differentiation is based on geometrical interpretation of a derivative: the relation 

of an infinitesimal increment of a function to an infinitesimal increment of an argument on a graphics 

represents the tangent slope ratio against this curve in the considered point [3]:  

                                                                      
  

  
                                                                           (11) 

 

Graphical differentiation can be executed by method of chords (Fig. 5). For this purpose, we divide the 

diagram of differentiable function у = (12 — 2n) 
2
 n into identical areas with a step 0.5 (these areas are 

located between black points in Fig. 5) and draw chords by connecting the closest black points. The chord 

inclination angle with regard to abscissa axis matches a tangent inclination angle to our function diagram 

on the considered area. We place axes of coordinates under the function diagram in which we build a 

function diagram 
  

  
     . 

We set polar distance Hp, taking into account the desirable vertical clearance of future diagram, and we 

designate a pole Р. We draw the straight line parallel to the chord from a pole that connects two points 
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limiting the specific area on which differentiation is carried out at the moment before it crosses the 

ordinate axis  
  

  
 . A straight line parallel to abscissa axis must've drawn from the obtained point before it 

crosses the straight line levelled down from the middle of a chord. The middle of chords are marked by 

lilac points in Fig. 5, which are designated by letters a, b, c, d, e, f, g, h, i, j, k, l.  

Intersection points of the specified straight lines in Fig. 5 are marked by blue points and letters a', b' ,c' ,d' 

,e', f', g', h', i', j', k', l'. 

 

 

Fig. 5. Graphical differentiation of the function 

 

As a result of differentiation, the parabola whose branches are directed to the up has been obtained. 

Parabola intersection points  
  

  
      with abscissa axis specify points of maximum and minimum of 

differentiable function. In the point corresponding to n = 2, the function derivative (the lower diagram in 
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Fig. 5) moves from positive area to negative, and the function changes from increase to decrease. 

Therefore, value of function when n = 2 is its maximum.  

The horizontal tangent will pass through a point in which function у = (12 − 2n) 
2
 n will reach the 

maximum value (it is shown in Fig. 4). 

 To the left from a maximum function V= f(n) grows; to the right, it decreases. On the left, the value of its 

inclination is positive; on the right, it is negative. In the most upper point, nothing occurs. Therefore, it is 

possible to draw horizontal (i.e. with a zero inclination) tangent (Fig. 4). It will also be optimum value of 

the total tax load of n giving the maximum value of assignments V to the state budget in case of which 

interests of taxpayers are observed.  

It is obvious that the studied function has two extrema because the parabola, received by differentiation, 

crosses abscissa axis in two points. Therefore, when solving similar tasks, it is necessary to stipulate that 

the positive maximum of function shall be found. In our case, when tax value n = 6 production will 

become equal to zero, that will lead to zero the size of a tax part of the state budget as it was stated above; 

when n = 0.5 L, tax prism doesn't exist. For our case, when L = 12, this value is equal to n = 0.5L = 6. 

 It should be noted that on the falling part of function V = f(n) located more to the right of maximum point, 

sharp reduction of business activity occurs. It should be noted that withdrawal of more than 50% of the 

income in the form of tax extremely negatively affects the initiative of entrepreneurs and completely 

blocks production expansion. At the same time, entrepreneurs begin to look for an opportunity to reduce 

the amount of the taxes withdrawn by the state by both legal and illegal methods. So far, exact threshold 

value of an effective rate in case of which occurs destruction of business activity isn't found. However, 

Laffer's concept states that in case of a tax burden of more than 35–40%, the entrepreneur gets to ‘a tax 

trap’ and thinks of advantage of the business [2].  

Results 

As the tax prism (Fig. 1) is filled with prisms of the smaller size whose volume corresponds to quantity of 

the taxes paid by each subject of the taxation, then optimisation of the taxation leads to reduction of its 

sizes. It is offered to introduce the concept of a static and dynamic tax prism accounting for the decrease 

in the amount of the collected taxes because of the use of legal tax optimisation schemes by the taxpayers. 

Static tax prism is a prism whose amount of Vst is interpreted as a tax part of the budget without possible 

tax optimisation. Dynamic tax prism is a prism whose amount of Vdyn is interpreted as a tax part of the 

budget by taking into account the possible tax optimisation.  

 

                                                                   Vdyn = ktoVst                                                                (12) 

 

where kto – coefficient of tax optimization (kto ≤ 1). 

 

When kto = 1, taxpayer didn't take actions directed to tax reduction, using methods of tax optimisation. 

When  kto < 1, such actions were taken. 

Therefore, when taxpayers use tax optimisation, the dynamic volume of a tax prism will be less than 

static: Vdyn < Vst 

This model takes into consideration not only the possible tax optimisation but also some other factors 

influencing the tax part size of the budget. 

For this purpose, it is necessary to enter the corresponding raising or decreasing coefficients into formula 

(12). 
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Conclusions 

The use of the concept ‘tax prism’ and its division on static and dynamic versions allows to visualise the 

process of taxation optimisation that is carried out by state authorities in case of establishment of types 

and determination of the amount of taxes in both short-term and long-term periods, to make it more exact. 

The use of this approach helps effectively to enhance the tax legislation by modelling high-quality and 

quantitative consequences of one or another changes and innovation. 

Herein introduced the theoretical concept of the tax prism. Practical researches can only be carried out on 

macroeconomics scale. At present, such researches are happening, but they require a widest amount of 

data processing. The concept of the tax prism can also be used to find illegal tax avoidance in the whole 

economy of the country as well as in different sectors of the economy. With future improvements, herein 

introduced the method that can also make able to find even separate economy units, who illegally avoid all 

or partly meant-to-pay taxes (here meant mainly all illegal avoidance that cannot be easily found by 

government structures with currently existing methods). 
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